AMSC/CMSC 460: Midterm 2

Prof. Doron Levy

April 18, 2019

Read carefully the following instructions:

Write your name & student ID on the exam book and sign it.
You may not use any books, notes, or calculators.

Solve all problems. Answer all problems after carefully reading them. Start every
problem on a new page.

Show all your work and explain everything you write.
Exam time: 75 minutes

Good luck!
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Problems: (Each problem = 10 points)

Assume h > 0. Find the most accurate approximation of f”(z) using f(x—h),
f(z+h), and f(x + 2h).

Solution:

Using the method of undetermined coefficients, we approximation
f"(x) = Af(x —h)+ Bf(x+ h) + Cf(x + 2h).

We write the Taylor expansions:

fa—h) = f@) - @)+ - e

Fath) = f@)+ha e+ e v

2h)? 2h)3
fvon) = f@)+2nf@) + )+ B )
This leads to the following system of equations:
A+B+C = 0,
—-A+B+2C = 0,
2
The solution of this system is: A = #, B = —hl—Q, C = # Hence, the

approximation is

flx—h)=3f(x+h)+2f(x+ 2h)
3h2

f/l(x) ~

What is the order of accuracy of this approximation?

Solution:

The coefficient of the next term in the expansion (f"”(x)) is not zero. Hence
this is the error term, which means that the method is O(h), i.e., a first-order
approximation.
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(a) Let w(x) = sin(x). Find two polynomials, Py(x) (of degree 0) and P;(x) (of
degree 1) that are orthogonal with respect to w(x) on [0, 7).

Solution:
The first polynomial is Py(x) = 1. For Pj(x) we set Py(z) =z —cPy == —c.
We find ¢ such that Fy and P, are orthogonal to each other:

0= (P, Py, — / (= ¢)sin(@)dz = ... — —2c + .
0
Hence ¢ = 7 and Pi(z) =2 — 7.
(b) Normalize the polynomials you found in part (a).

You may use: [ zsin(x)dz = sin(z)—z cos(x) and [ z?sin(x)dz = 2z sin(x)+
(2 — 2?) cos(x).

Solution:
Let Py(z) = cPy(x). Hence

1= <150,150> = 02/ sin(z)dr = ... = 2c%
0

w

Hence, ¢ = \/Li which means that Py(z) = \%

For the second polynomial, we let Py(z) = cPi(z). Hence

1= <P1,P1>w202/07r (:10—g)zsin(m)dav:...:c2 (%2—4).

This means that ¢ = \/127, and
24
2

Let f(z) = 2® + 1. Find the weighted linear least squares approximation to f(z)
with respect to w(x) =2 on [—1,1].

Solution:

The first polynomial is Py(x) = 1. For Py(z) we set Py(z) = v — cPy(z) =z — ¢
and find ¢ such that Py and P, are orthogonal to each other:

1
0:<P0,P1>w=/ (x —¢)2dx = ... = —4e,

-1



which means that ¢ = 0 and P, (z) = z.

Now, the linear least squares approximation can be written as

Q1(x) = coPo(x) 4+ c1 Py (x).

Here
(f, Po)y f_11<x2 +1)2dz 4
Co = - —_- ... = =
Bl 11 2de 3
and
(f,P),  Jh(a®+)a2de
Ple [ 22de
Therefore
4
Ql(l‘) = C()Po(l‘) = g
. Find a cubic spline, s(x), that interpolates
z|-1]0]1
y|1]0]1

n [—1,1] given that s”(—1) = s”(1) = 0. Use the interpolation points as the
spline nodes.

Note: Unfortunately you cannot solve this problem by guessing the answer. Solv-
ing it does require some calculations.

Solution:
Let

s(z) = so(x), —1<x<0, [ apz®+bpz*+cor+dy, —1<2z<0,
) osi(x), 0<z<1, axd + b +ear+d, 0<zx<1.

From s(0) = 0 we have dy = d; = 0. The other interpolation conditions are:
s(—=1) =1,1i.e., —ap+by—co = 1, and s(1) = 1, from which a; +b; +¢; = 1. From

50(0) = 31( ) we have ¢y = ¢, and from s3(0) = s7(0) we have by = b;.
Then s"(—1) = —6ag + 2by = 0, and s”(1) = 6a; + 2b; = 0. Solving the system,
we have ag = 1/2, by = 3/2, ¢o =0, dy = 0, and a; = —1/2, by = 3/2, ¢; = 0,
dy = 0.
This means that the spline we are seeking for is:

1

5173 + ;xQ, -1 <2 <0,

s(z) =
—lx3+§x2 0<xr<l1
2 277 -



