Modeling local interactions during the motion of cyanobacteria
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HIGHLIGHTS

Phototactic cyanobacteria have quasi-random motion, not uniform motion toward light.
Experimental data is analyzed to illustrate this unexplained motion.
We propose two local interaction models accounting for quasi-random motion.
Simulations suggest interaction distance between cells affects motion and patterns.

ARTICLE INFO

Article history:
Received 2 November 2011
Received in revised form 1 June 2012
Accepted 9 June 2012
Available online 17 June 2012

Keywords:
Cell-motility
Agent-based models
Cyanobacteria
Group dynamics

ABSTRACT

Synechocystis sp., a common unicellular freshwater cyanobacterium, has been used as a model organism to study phototaxis, an ability to move in the direction of a light source. This microorganism displays a number of additional characteristics such as delayed motion, surface dependence, and a quasi-random motion, where cells move in a seemingly disordered fashion instead of in the direction of the light source, a global force on the system. These unexplained motions are thought to be modulated by local interactions between cells such as intercellular communication. In this paper, we consider only local interactions of these phototactic cells in order to mathematically model this quasi-random motion. We analyze an experimental data set to illustrate the presence of quasi-random motion and then derive a stochastic dynamic particle system modeling interacting phototactic cells. The simulations of our model are consistent with experimentally observed phototactic motion.

© 2012 Elsevier Ltd. All rights reserved.

1. Introduction

Unicellular microorganisms have evolved to live in variable and extreme environments. Some are capable of intercellular signaling and appear to utilize group dynamics to achieve desired actions, such as moving toward a food source (Kaiser, 2008) or towards light (Bhaya, 2004). These group dynamics often result in emergent patterns which can be modeled and analyzed using mathematics. Synechocystis sp. Strain PCC6803 (hereafter Synechocystis sp.) is a well-studied unicellular freshwater cyanobacterium that displays the ability to move toward light, a phenomenon referred to as phototaxis, forming finger-like projections in the direction of a light source. Synechocystis sp. is a model organism for studying phototaxis in a laboratory setting and extensive genetic and microscopic analyses have been carried out to characterize the molecular bases for motility (Bhaya et al., 1999, 2000, 2001a). It has been demonstrated that this surface dependent motility requires Type IV pili, photoreceptors (Bhaya et al., 2001b; Ikehuchi and Ishizuka, 2008) and a number of other proteins necessary for phototaxis (Bhaya et al., 2001a). When wild type Synechocystis sp. is exposed to light, cells begin to move, although not necessarily in the direction of light. They instead form small aggregations of cells and eventually, with a time delay, cells may move toward light. At the front of a spot of plated cells, cells align along the boundary of the spot before forming the characteristic finger-like projections or swarms of cells (Burriesci and Bhaya, 2008). Yet the motion of individual cells is not as directed toward the light source as is the observed group behavior. Individual cells instead display a quasi-random motion, that is, they move in seemingly random directions. In this paper, we mathematically model the local interactions of Synechocystis sp. and observed quasi-random motion in order to address a series of questions:

1. If motile cells are not moving exclusively toward the light, are they moving in random directions or do they move following other non-random rules of motion?
2. Is there a characteristic distance, beyond which cells can no longer sense the presence and behavior of neighbors?
3. If such a distance exists, how do the patterns of motion vary with respect to this distance?
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An extensive amount of mathematical research has been conducted in related fields. Specifically, we would like to mention some works on animal flocking and on chemotaxis. The Couzin–Vicsek model of flocking (and its many extensions) allows animals or individual agents to be repelled by near neighbors, align with the average directional heading of not-so-near neighbors, and be attracted to far neighbors (Couzin et al., 2002; Vicsek et al., 1995). This model has lent itself to many applications as well as thorough mathematical analysis, for example, see Degond and Motsch (2008). Cucker and Smale offer a dynamical system which models the flocking of opinions in human networks (Cucker and Smale, 2007a,b); this model has also been subjected to significant analysis, for example, see Ha and Tadmor (2008) and Ha et al. (2009). Similar models of flocks and schools have been developed for a variety of self-propelling agents such as birds and fish, e.g. Aoki (1982), Huth and Wissel (1992), Li et al. (2008), Lukeman et al. (2010), and Parrish et al. (2002).

Chemotaxis, i.e., motion towards a chemical attractant, is also a field that has been extensively studied in recent decades, starting from the celebrated work of Patlak, Keller and Segel (Keller and Segel, 1971; Patlak, 1953). For completeness, we refer the interested reader to the following papers and to the references therein (Alber et al., 2002; Hillen and Painter, 2009; Horstmann, 2003; Othmer and Hillen, 2002; Tindall et al., 2008). Before migrating toward the light source, Synechocystis sp. form small aggregations whose location is unrelated to a spatial concentration of a chemoattractant as is the case with chemotactic motion. Consequently, most of the mathematical modeling and analysis on the topic is irrelevant in the present context.

Furthermore, phototaxis has not been extensively subjected to mathematical modeling. Only a few models of phototaxis have been developed, for example, see Burkhart and Hader (1980) and Maree et al. (1999); however, these models do not consider the intercellular group dynamics. A recent agent-based model of phototaxis considers cell interactions by transmission of light by individual cells (Fatehi et al., 2010). In a series of papers we have developed several families of mathematical models for describing phototaxis (Bhaya et al., 2008; Burriesci and Bhaya, 2008; Levy and Requeijo, 2008ab; Levy and Ha, 2009). In all these models, the primary focus was on the phase of the initiation of the motion towards a light source (including the associated time delay) and the resulting overall migration of the colony of cells towards the light source (including the modeling of the finger formation). The emphasis of these analyses was on the role of the group dynamics, as opposed to what can be associated with the behavior of the individual cell. Missing from these analyses was the description of what happens in regions of low to medium cell density.

The purpose of this paper is to develop, present, and study mathematical models for such regions.

Our mathematical models follow the time-discrete dynamics of a finite set of particles that are interacting in a two-dimensional domain according to rules that involve certain random terms. The rules for the local interactions between particles are based on our experimental observations given by the analysis of time-lapse movies of the bacteria under a plethora of controlled conditions.

The structure of the paper is as follows. In Section 2 we present the biological background, describe the experimental setup, demonstrate some of the experimental results, and formulate a
list of observations that lead us in developing the mathematical models. The mathematical models are then presented in Section 3. Two mathematical models are described. Our first model is a discrete-time model of local interactions that allows cells to keep moving in their previous direction, stop moving, or move in the direction of one of their neighbors. The second model increases the randomness in the motion. This time, cells can elect to change their direction of motion, but only if there are other cells nearby. Simulations of these models are then presented in Section 4. These simulations show that the models, in particular the local-interactions model, provide results that replicate the experimental observations. Concluding results are given in Section 5.

2. Biological background

In our study, we consider a phototactic microorganism *Synechocystis* sp. This unicellular cyanobacterium has been studied extensively by time-lapse video microscopy (TLVM) (Burriesci and Bhaya 2008). The experimental observations that serve as the basis to the mathematical models that follow were generated in the Bhaya lab. Time-lapse movies of moving bacteria were acquired under an optical microscope and then analyzed as described below.

In Fig. 1, we show several examples of some of the experimentally observed characteristics of motion. Each image contains wild type *Synechocystis* sp., cells exposed to a directional light source coming from the top left of the domain. In Fig. 1(a), the beginnings of finger formation are observed. In Fig. 1(c), the same part of the spot is observed 24 h after (a) with significantly more prominent fingers. The cells observed in Fig. 1(b) and (d) are taken from the same experiment at different time points and locations on the plate and highlight the wide range of observable cell behavior. Fig. 1(b) illustrates the effect of the surface on movement—cells preferentially move on a pre-wetted surface which contains extracellular polysaccharides produced by the cells. In (d), cells form small aggregations and move toward the light-source. Such aggregations of cells can be seen in all four images. We also observe the tendency of cells to align along the boundary between the pre-wetted and agarose-only surface in Fig. 1(a), (c), and (d). In each figure, we note the tendency of some bacteria to move in pairs, although it is important to note that in some cases, these pairs of cells are cells which have divided but have not separated.

Not illustrated in Fig. 1, the wavelength of light and density of cells also impact finger formation and general cellular movement (Ng et al., 2003). Additionally, directional cell movement is typically delayed, i.e. after cells are plated, they do not appear to start moving in the direction of light until a few hours have passed. Furthermore, cells have been observed to sense the presence of and move toward other cells over a large distance, as is shown in Levy and Requeijo (2008b). This seems to imply the existence of at least one communication mechanism between cells.

To analyze the experimental data, we used ImageJ, a public domain image processing software produced by the National Institutes of Health, and a plug-in called *Particle Tracker* developed by Shbalzarini and Koumoutsakos (2005). *Particle Tracker* determines the position of the cells in each picture, as demonstrated in Fig. 2 and then links the cell positions together to determine trajectories for each cell. Similar algorithms to Shbalzarini and Koumoutsakos (2005) are utilized by other groups (such as, e.g., the algorithm used to track fish in Katz et al., 2011). In Fig. 2, we demonstrate the cell-position-identifying capabilities of *Particle Tracker*. We observe that most of the cells in the image are correctly identified.

After the cells have been identified in a series of images, we further use the plug-in to track cells as they move. In Fig. 3, the different subfigures are shown at consecutive times, taken 50 frames, or 100 s, apart. These cells, observed under an optical microscope, are exposed to a directional light source, the force pointing toward the upper left corner of each image, as illustrated in Figs. 2 and 3(g). *Particle Tracker* is used to identify trajectories over 453 images, taken at 5 s intervals. In Fig. 3, we show the 44 trajectories which are at least 100 frames in length.

In Fig. 3, a few patterns of motion can be identified using the trajectory analysis. In Fig. 3(a), a couple of cells is identified as stationary. The small dot-like trajectories of these cells illustrate that these cells do not move significantly from their original positions. Cells moving as a pair are marked in Fig. 3(c). In Fig. 3(e), we see a cell that abruptly changes its direction to move toward a neighboring cell. Additionally, in comparing the series of figures, it is possible to identify at least one cell moving in the direction of light, although this is clearly not the case for the majority of cells.

It is clear from Fig. 3 that the particles do not obey a simple rule of motion. They do not move continually towards the light source. Yet, the motion is very different than a random walk. The particles can maintain their direction of motion for several minutes, after which they may change their direction of motion, remain stationary, or adhere to a neighboring particle. In any event, this motion does not correspond to any of the classical variations of a random walk.

Is there any bias in the direction of their motion? To study this question we use numerical data generated by *Particle Tracker* to compute a histogram illustrating the distribution of angular direction of cellular movement. The data set we considered this time is shown in Fig. 4(a). We cropped this picture to the small rectangle shown in the northeast corner of the picture and used *Particle Tracker* to detect and track particles. Using a small section of experimental video allows us to isolate the influence of light and focus on the local cell–cell interactions. The light source in this picture is to the northwest, or \( \frac{3}{4} \pi \) radians (about 2.4), and directly above and to the left of the small selection, in the region with a visibly higher cellular density, is a finger moving toward the light. A scatter plot of the distances and directions travelled by the particles from the selected rectangle is shown in Fig. 4(b). Fig. 4(c) is a histogram for angular direction of movement of cells between time frames. One might expect that the cells in the selected area would also be traveling in the direction of the
finger; however, as can be seen in the histogram in Fig. 4(c) this is not the case. The cellular movement is almost uniformly distributed with no apparent bias toward light and possibly a slight bias toward moving to the right during this 10 min interval.

The focus of this work is on regions of low to medium density, where we observe a quasi-random motion. Cells do not necessarily move only towards light, but also in a different, seemingly random motion as demonstrated by the particle trajectories in Fig. 3. Even at the base of a directed finger as seen in Fig. 4, the overall movement of cells is not directed toward the light source. This quasi-random motion has also been observed within fingers on short time scales.

The basic characteristics of the observed dynamics of the cells in the low to medium density area can be described as follows:

1. At any time, cells that are moving may stop moving. Conversely, at any time, stationary cells may start moving. This is not clear from the tracking example in Fig. 3, but has been observed in movies.
2. There is a clear persistence in the direction of the movement. Cells that move in a given direction may continue moving in the same direction. This is apparent in Fig. 3 with the relatively straight tracks that the cells follow.
3. The duration of the time in which a cell persists moving in a given direction is not fixed. It can vary over a large range of values. This is also evident from Fig. 3 as the cells travel different distances before turning.
4. The direction of the motion of a cell may change at any time. While this is illustrated in Fig. 3, it is more obvious in the TLVM movies.
5. When the direction of the motion changes, there is some tendency of moving in the direction of a neighboring cell. One example of this was highlighted in Fig. 3.

While analysis of time-lapse movies and snapshots of *Synechocystis* sp. is useful to characterize general movement of cells, it is still quite difficult to understand the fundamental interactions that are taking place between cells that allows for the observed movement and patterns.

### 3. A mathematical model for local interactions of *Synechocystis* sp.

In this section we present mathematical models of the quasi-random motion of cells. Two models are discussed: a local-interactions model and a neighbor-dependent random motion model.

In exploring local interactions between cells, it is important to note that simple random motion does not elucidate the patterns...
we observe experimentally. This is evident, e.g., by the nature of the particle trajectories shown in Fig. 3.

3.1. Model assumptions

We begin by stating our formative assumptions.

1. **Neighbor detection.** We assume that cells not only can detect the presence of neighbors within a given radius but also can detect the directions to neighbors within that radius. The radius of neighbor detection will be considered to be a model parameter. This assumption is motivated by a few biological observations. First, the pili at the cell surface are known to get longer with time. Cells have been observed to make connections through these pili. These connections cannot be observed with an optical microscope and are, hence, not shown in our images illustrating typical cell behavior in Fig. 1. The length of the pili could be directly related to the neighbor detection distance. Second, a signaling molecule, which quickly degrades, could have a similar effect. A larger neighbor detection distance could be observed over longer time scales or for differing agarose densities. Lower densities may allow for faster diffusion of a signaling molecule. Such a signaling molecule has not yet been experimentally identified for this bacterium, but it is reasonable to assume one may exist. Overall, not that much is known about either mechanism biologically, and therefore we assume the existence of a finite neighbor detection distance without making any further assumptions about the underlying biological mechanism, leading to our next assumption.

2. **Communication mechanism unknown.** As mentioned, we do not make any assumptions about the specifics of the communication mechanisms which allows cells to locate neighbors; though various mechanisms are feasible, including chemical signaling, local force sensing, and physical interaction. While these mechanisms are of interest, they will not play any role in our model, at least at this stage.

3. **Cell density.** We assume that cell density is relatively low and that spatial hindrance effects are negligible so that we can use a particle model.

4. **Movement.** When it comes to the motion, we assume cells may follow one of the following rules:
   i. A cell may continue moving in the direction it was previously moving.
ii. A cell may stop moving, or
iii. A cell may orient itself to move in a different direction. For our local interaction model, we will assume that the new direction is set toward a neighboring cell. For the two random models discussed above, any direction is equally viable.

5. Memory. We assume that cells remember their preferred direction of motion even when they stop moving. In formulating the mathematical model we assume that this information can be retrieved at any time. While this has not yet been shown for Synechocystis sp., the Myxococcus bacterium has been observed to leave a polarized trail of slime, detectable by the cell, which supports the idea of a cell having a long-lasting memory (Yu and Kaiser, 2007).

6. No directional persistence with change of direction. We also observe that, unlike flagellar chemotactic cells, Synechocystis sp. have no visually apparent directionality. That is, the cells do not have an obvious head or tail which indicates the preferred directionality of the cell and whether the cell is moving forward or turning. We model this by assuming that if a cell turns, the turning angle is not biased based on the previous direction. Other mathematical models have included a bias in which agents, when turning, tend to choose new directions which are similar to the current forward-moving direction, e.g. Nicolau et al. (2009). That is, we assume our cells have no inherent directionality as we do not have experimental evidence to justify imposing such a bias, especially in the phase of cells at the base of a finger where quasi-random motion is prevalent. Note that this type of bias is different from considering global forcing on the cells due to a directed light source.

3.2. Model A: a local-interactions model

Given the three rules of motion, we formulate our model as a discrete-time dynamical particle system. Our approach resembles the method used to study persistence in chemotaxis in Nicolau et al. (2009). The state of the system at time \( t \) is \( \{x(t), v(t), \theta(t)\}_{t=1}^{N} \), where \( N \) is the number of cells, \( v(t) \in \{0, 1\} \) is the velocity of cell \( i \), \( \theta(t) \in [0, 2\pi) \) is the angular direction of cell \( i \), and \( x(t) \in \mathbb{R}^2 \) is the position of cell \( i \) calculated using \( v(t) \), \( \theta(t) \) and \( x(t-1) \). Note that the velocity of each cell can be either 1 or 0. In this way, we are assuming that a cell can either move at constant velocity or stop, as discussed in the assumptions above.

In this model, we allow cells to move in the direction of a neighboring cell. We define a neighboring cell to be any cell which is within an interaction distance \( D \) from the cell \( i \) of interest. In this stochastic model, we only allow a cell to change direction with probability \( 1-a \). We formulate this as

\[
\theta_i(t+1) = \begin{cases} \theta_i(t) & \text{with probability } a, \\ \eta_i & \text{with probability } \frac{1-a}{n_i} \text{ for } j \text{ s.t. } x_j \in B_D(x_i), \\ \end{cases}
\]

where \( B_D(x_i) \) is a ball of radius \( D \) centered at \( x_i \). \( n_i \) is the number of cells with position \( x_j \) contained in \( B_D(x_i) \), i.e. \( \|x_i-x_j\|_2 < D \), and \( \eta_i \) is the angle of the vector pointing from particle \( i \) to particle \( j \). In this way, when a cell changes direction, with probability \( 1-a \), the direction presented by each neighboring cell \( j \) has an equal probability, \( (1-a)/n_i \), of being selected as the new directional heading for cell \( i \). Note that if \( n_i=0 \), a cell does not have any neighbors. In this case the variable \( \eta_i \) remains unchanged, i.e., \( \theta_i(t+1) = \theta_i(t) \).

The velocity in our model (which is either 0 or 1) is determined independently of the choice of direction. It remains unchanged with probability \( b \). It switches to the other state with probability \( 1-b \). This is formulated as

\[
v_i(t+1) = \begin{cases} v_i(t) & \text{with probability } b, \\ 1-v_i(t) & \text{with probability } 1-b. \\ \end{cases}
\]

Finally, after updating the velocity and angle associated with each cell, all cell positions are updated according to

\[
x_i(t+1) = x_i(t) + v_i(t+1) \left[ \frac{\cos(\theta_i(t+1))}{\sin(\theta_i(t+1))} \right].
\]

Fig. 5. (a)–(c) Random motion model (Model R) and (d)–(f) Random motion with neighbor dependence model (Model B) on changing direction for \( N=250 \) cells at times \( t=0, 350, \) and 1000 time steps. The circle around the cell in the upper left hand corner of each image represents the interaction distance \( D \). For (a)–(c), there is no relevant \( D \) and \( b=0.5 \). For (d)–(f), \( D=5, a=0.8 \) and \( b=0.5 \). The particles are constrained to a circle with a radius of 100.
3.3. Model B: random neighbor-dependent movement model

In the random neighbor-dependent movement model, a cell is only allowed to change direction if there is a neighbor within an interaction distance \( D \). In this case, the direction is chosen randomly. We formulate this as

\[
\theta_i(t+1) = \begin{cases} \theta_i(t) & \text{with probability } a, \\ \eta(t) & \text{with probability } 1-a \end{cases} \quad \text{if there exists } x_j \in B_D(x_i),
\]

(4)

Here, for any \( t \), \( \eta(t) \) is a uniform random variable distributed in \([0,2\pi)\). The position and velocity are calculated in the same way as in Section 3.2.

Before we consider simulations, note that these agent-based models impacted our ability to perform a rigorous analysis of the system or a thorough parameter space exploration. This is a known limitation of agent-based models compared to continuum models; however, we still are able to obtain results by looking at properties of simulations of this model. Further note that there are other simple modeling alternatives that could be considered using agent-based models; for instance, one could consider a random motion model with particles binding to the boundary. In this paper to focus our study on particle interactions, we only consider random motion Model R and the neighbor interaction Models A and B.

4. Simulations

To justify the complexity of the Models A and B, let us first consider a simpler model. Consider a discrete-time model of random motion where cells are allowed to change direction to a uniformly chosen random variable on \([0,2\pi)\) with probability 0.2 for each time step; we refer to this as Model R. We compare this random motion Model R with a the neighbor-dependent random model, Model B, where, for each time step with probability 0.2, cells are allowed to change direction to an angle chosen uniformly from \([0,2\pi)\), but only if there is a neighboring cell within 5 pixels distance. In Fig. 5, we compare the random model, shown in Fig. 5(a)--(c), to Model B, where a directional change in movement depends on the presence of a neighbor within \( D=5 \) pixels. Clearly, Model B, which is a rather simple neighbor-dependent model, yields results that better match the experimental data, compared with the random model. This is manifested in the cells in Fig. 5(d)--(f) that tend to align along the boundary (similar to what is experimentally observed).

We quantify this behavior in Fig. 6. To do this, we partition the 100 pixel radius circle into 169 equal area sections. The sections are labeled in Fig. 6(a). For each model, we then identified the numbered partition for each cell in space and times from start to 1000 time steps. This data was then compiled into a histogram counting how many cells fall into each section for each model. In this way, each cell is counted 1001 times. In Fig. 6(b),

![Fig. 6.](image)

(a) Partitioning the domain into 169 equal area sections. The numbers represent partition number labels. (b) A histogram of the number of cells in each partition over time for the random motion model (Model R). (c) A histogram of the number of cells in each partition over time for the neighbor dependence model (Model B). (d) A histogram of the number of cells in each partition over time for the local-interactions model (Model A). Each histogram includes \( N=250 \) cells and counts the number of cells over \( t=1000 \) time steps. For Models A and B, the parameters are \( D=5, a=0.8 \) and \( b=0.5 \). For Model R \( a=0.8 \) and \( b=0.5 \). Cells are clearly observed forming aggregations on the boundary in (c) and (d).
we show a histogram of the cell locations for the random motion Model R. We observe that the cells are relatively uniformly distributed in space-time. In contrast, in Fig. 6(c), we show a histogram of the cell locations over each time step for the neighbor-dependent random motion, Model B. In this case, we observe that cells are gathering on the boundary, partitions 122–169, with approximately twice the probability of them falling in the interior of the circle, partitions 1–121. This ratio is likely parameter dependent. Qualitatively, this agrees with the experimental observations.

While this analysis helps to further understand the dot patterns presented in Fig. 5, we do not perform such a study on all of the simulations. The example we provide does illustrate the difference between random motion and the patterns of the motions we study. This pattern of motion has not been previously studied.

We now consider a few simulations comparing Model A, the local-interactions model, from Section 3.2, to Model B, the neighbor-dependent random movement model, from Section 3.3.

In Fig. 7, we see a comparison of Models A and B in which cells are constrained to a circle with a diameter of 200. We compare the effect of varying interaction distance and consider the cases of \( D = 5 \) and \( D = 10 \). The length scale of interaction distance \( D \) is shown in the upper left corner of each picture around a stationary cell. This cell, contained in a circle of radius \( D \), is not included in any of the simulations. Each simulation is run with \( N = 250 \) cells and can be seen at \( t = 0, 50, \) and 350 increments. The initial conditions, seen in Fig. 7(a), (d), (g), and (j), are identical in all simulations. We observe that for the local interaction model in Fig. 7(c) and the random neighbor-dependent motion model in Fig. 7(i), the same cells tend to stay around the border, similar to what is seen in experiments. We recall that there is no mechanism that is embedded into the model that forces cells to stay on the boundary of the domain once the boundary is reached. Indeed, occasionally, individual particles return back into the domain. The cells appear to be slightly more uniformly distributed in Fig. 7(i) than in (c). In Fig. 7(f), Model A with \( D = 10 \) yields

![Fig. 7](a)–(f) Model A; (g)–(l) Model B.\( N = 250 \) particles are constrained to a circle of diameter 200. Shown are simulation results at times \( t = 0, 50, 350 \). The interaction distance is \( D = 5 \) for (a)–(c), (g)–(i) and \( D = 10 \) for (d)–(f), (j)–(l). Identical initial conditions are used in all simulations as well as parameters \( a = 0.8 \) and \( b = 0.5 \). Note the different aggregation patterns and their dependence on parameter \( D \).
cells aggregating in small clumps of 5–15 cells. The simulated cells in Fig. 7(l) appear to be distributed uniformly with little cohesion to the boundary. In fact, the motion observed in the simulation depicted in 7(j)–(l) is very similar to the random motion model from Fig. 5 because the chosen surface density and interaction distance are such that, on average, each cell has 1.5 neighbors, effectively removing the neighbor-dependence from this model.

In Fig. 6, we offer a quantitative comparison of Models A and B for \( D=5 \). We partition the domain into 169 equal-area sections and count the total number of particles that are present in each cell over 1000 time steps. We observe that for Model A, in Fig. 6(d), the boundary, partitions 122–169, has more cells on it with larger variability than for Model B (shown in Fig. 6(c)). We suspect that this is due to the formation of aggregations on the boundary. As previously stated, cells have been experimentally observed to collect along the boundary.

The boundary conditions in Fig. 7 simulate a setup that is similar to the experimental setup focusing on short-time dynamics of cells. In experiments lasting relatively short periods of time (on the order of hours), cells are confined to a given area due to the properties of the underlying surface. However, in experiments lasting longer periods of time (on the order of days), cells overcome the underlying surface and, in the absence of a directional global light source, spread out on the surface of the agarose. In contrast, we consider large-time simulations of cells that are free to move anywhere in \( \mathbb{R}^2 \). Such simulations are shown in Fig. 8. The initial conditions are identical to the initial circular drop of cells seen in Fig. 8(a). The local-interactions model, Model A, is shown in Fig. 8(a) with \( D=5 \) and Fig. 8(b) with \( D=10 \). The random neighbor-dependent model, Model B, is shown in Fig. 8(c) with \( D=5 \) and Fig. 8(d) with \( D=10 \). All results are shown at \( t=1000 \). Clearly, in Fig. 8(a), (c), (d), the majority of cells have dispersed. Fig. 8(b) stands different. In this case, of Model A, with the longer interaction distance, few aggregations still remain after these rather long-time simulations, in spite of the particles not being confined to the domain that is shown in the figure.

To complement the previous cases, we also consider periodic boundary conditions. In Fig. 9, we show results obtained from simulations of cells on a \( 240 \times 240 \) region with periodic boundary conditions. The same initial conditions as in Fig. 7(a) are used. The results are shown at time \( t=3000 \). Model A is shown in Fig. 9(a) with \( D=5 \) and Fig. 9(b) with \( D=10 \). Model B is shown in Fig. 9(c) with \( D=5 \) and in Fig. 9(d) with \( D=10 \). In these snapshots, aggregations are visible in Fig. 9(b) for \( D=10 \) in Model A. There appears to be slightly more white space in Fig. 9(a) than in Fig. 9(c) and (d). In order to quantitatively compare this clumping effect seen in Fig. 9(a) and (c), we show a histogram of how many neighbors are found within a distance of 5 or 10 pixels of each cell in Fig. 10. For Model A with \( D=5 \), we observe in Fig. 10(a) that within 5 pixels of each cell, there are more cells with two or more neighbors than in Model B shown in Fig. 10(c). In comparing the same histograms, there are also slightly more cells with no neighbors for Model B than for Model A. Within 10 pixels, the phenomenon is slightly reversed; that is, within 10 pixels, in Fig. 10(b) there are more cells with no neighbors for Model A than for Model B, in Fig. 10(d). This trend reversal implies that the aggregates seen in simulations of Model A may be tighter, as there are more isolated cells, meaning the other cells must be packed into a slightly smaller space.

In Fig. 11, the positions of five cells, with identical initial conditions and the same model and interaction distance conditions as in Fig. 9, are illustrated for \( t=1000 \). These trajectories are plotted on top of the final locations of the other 245 cells at time \( t=1000 \). Note that the distance travelled by the particles is longer in both models when the local interaction distance is smaller.

We further explore properties of Model A by considering multiple runs with the same initial conditions and setup. In Fig. 12, we consider six different runs, all with an interaction distance \( D=10 \) pixels and \( N=250 \) cells at \( t=1000 \) time steps. Note that in comparing the six images the resulting distribution of cells and the size and number of aggregations is similar, but there do not appear to be any stable aggregations which routinely form in the same location. In fact, the aggregations which form move over time as well as dissociate and form new aggregations.

Varying the interaction distance \( D \), we can gain further insight about the properties of this model. In Fig. 13, we consider three different interaction distances \( D=10, 20, \) and \( 40 \) at \( t=1000 \) time steps with the same initial conditions but different boundary conditions. In Fig. 13(a)–(c), cells are constrained to a circle, whereas in Fig. 13(d)–(f), cells are simply restricted to \( \mathbb{R}^2 \) (note that in these cases not all cells are necessarily visible in the

---

Fig. 8. (a), (b) Model A; (c), (d) Model B. Both models are simulated in \( \mathbb{R}^2 \) at \( t=1000 \) for \( N=250 \) particles. The interaction distance is \( D=5 \) for (a), (c) and \( D=10 \) for (b), (d). The initial conditions and parameters \( a, b \) are identical to those used in Fig. 7. More particles stay within the shown domain for simulations of Model A.

Fig. 9. (a), (b) Model A; (c), (d) Model B. Periodic boundary conditions; \( t=1000; N=250 \) particles. The interaction distance is \( D=5 \) for (a), (c) and \( D=10 \) for (b), (d). The initial conditions and parameters \( a, b \) are identical to those in Fig. 7.
viewing window). In comparing the results for $D = 10$ and $D = 20$, we observe that the distribution and number and size of aggregations of cells is very similar. For $D = 40$, even the locations of the aggregations are almost identical. This is typical for simulations where $D = 40$; however, it is also possible for three aggregations of cells to form. The positions of the four aggregations and the distances between aggregations are generally slightly different. In both cases, all cells for $D = 40$ typically end up in an aggregation.

### 5. Conclusions

In this paper, we sought to answer a series of four questions regarding the seemingly random motion of and communication between cyanobacterial cells. In our attempt to answer these questions, we presented two mathematical models for studying the local interactions during the motion of *Synechocystis* sp. One model (B) assumed that a cell chooses to move in random directions and another model (A) assumed that a cell may choose to move in the direction of one of its neighbors. Comparing these models, we can discuss question 1. While we were not able to completely isolate whether the chosen direction of cellular movement is completely random or not, in Model A we do observe aggregations and interactions that appear to be more consistent with experiments. Additionally, our assumptions of Model A offer a plausible mechanism by which aggregations form. To approach questions 2 and 3, for both models, we assumed that cells only move if a cell has a neighbor within some interaction distance $D$. We briefly compared this to a model of completely random motion as well as varied the interaction distance $D$ to study the effect of such a distance. The movement observed with Models A and B was much more consistent with experimentally observed cell movement than with the purely random model. However, it is still possible that the interaction distance $D$ should instead be modeled as an independent property of each cell, possibly even varying with time.

Beyond these questions, there are similar characteristics of the model simulations and experimentally observed cell movement. True to the experimental observations, both models never reach a stationary steady state. The cells, unless stuck to the boundary with no neighbors within interaction distance $D$, are in a constant state of motion. Cells which do not permanently adhere to the boundary are capable of moving again at a later time. Both models include the persistence in the motion, yet, it is possible that the direction of motion will change at any time.

While the intercellular signaling in *Synechocystis* sp. is not well understood, it is thought to be present. The local interaction model we have developed does not specify how the signaling takes place. It is possible that signaling depends on the proximity or connectedness of pili of individual cells. Additionally, cells might release compounds which signal to other cells which direction to move. For instance, it has been shown that cAMP may be part of the signaling pathway required for motility.
The interaction distance in our model could be related to the time scale for diffusion of such a molecule, or possibly be related to the length of a pilus. If the latter is true, our model suggests that cells which have longer pili might form larger aggregates of cells, a possible biological implication to answer question 3.

Both models, the local-interactions model and the neighbor-dependent random model, produce results that better capture the experimental results than a model of a simple random motion. These models provide a possible explanation of the observed quasi-random behavior. The interaction distances for simulations considered in this paper seem to provide upper and lower bounds for reasonable behavior. Further study of this parameter, in connection with density and experimental results, may provide more insight into the relevant communication length-scale between cells. Understanding the local interactions between cells may turn out to be the key ingredient in understanding the mechanisms that control phototaxis. This might ultimately lead to understanding the source of the observed dynamical patterns (such as the finger formation, delayed motion, etc.) and we have carried out a preliminary study of the integration of local-interaction models with global forcing (due to the light source) (Galante et al., 2011).
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Fig. 12. (a)–(f) Six realizations of Model A with the same initial conditions and parameters a and b, using \(D = 10\) and \(N = 250\) cells at times \(t = 1000\) time steps. While precise locations of aggregations vary, the aggregations sizes and number are similar.

Fig. 13. A study on the effect of interaction distance \(D\). We consider (a), (d) \(D = 10\), (b), (e) \(D = 20\), and (c), (f) \(D = 40\) with the same initial conditions and same parameter \(a\), \(b\) and \(N = 250\) cells at time \(t = 1000\). For (a)–(c), the cells are constrained to a 200 pixel diameter circle. For (d)–(f), the cells are allowed to move anywhere in the \(\mathbb{R}^2\) plane. As \(D\) increases, we observe fewer aggregations but with more particles.
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