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Abstract. Suppose {T t} is a Borel flow on a complete separable
metric space X, f : X → R is Borel, and x ∈ X. A temporal distri-
butional limit theorem is a scaling limit for the distributions of the

random variables XT :=
∫ t

0
f(T sx)ds, where t is chosen randomly

uniformly from [0, T ], x is fixed, and T → ∞. We discuss such
laws for irrational rotations, Anosov flows, and horocycle flows.

Dedicated to D. Ruelle and Y. Sinai on the occasion of their 80th
birthdays

1. Introduction

A surprising discovery in the theory of dynamical systems made in
the last century is that ergodic sums of deterministic systems can sat-
isfy the same limit theorems as sums of independent random variables.
Ergodic dynamical systems satisfy the strong law of large numbers,
and hyperbolic dynamical systems (often) satisfy spatial distributional
limit theorems analogous to the central limit theorem.

We recall the definitions. Let T be a Borel map on a complete
separable metric space X, and let f be a real valued Borel function on
X. The ergodic sums of f along the orbit of x are

S(n, x) :=
n−1∑
k=0

f(T kx).

Similarly, in continuous time, let {T t}t∈R be a Borel flow on a complete
separable metric space X, and fix a Borel function f : X → R. The
ergodic integrals along the orbit of x are

I(t, x) :=

∫ t

0

f(T sx)ds,
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whenever the integral makes sense (as will be the case for every x when
f is bounded, or for a.e. x when f is absolutely integrable with respect
to an invariant measure).

If T (or T t) preserves an ergodic probability measure µ and f ∈
L1(µ), then the ergodic theorem says that for µ-a.e. x, S(n, x)/n →
µ(f) (respectively, I(t, x)/t→ µ(f)).

Equivalently, for a.e. x, S(n, x) = nµ(f)+o(n), I(t, x) = tµ(f)+o(t).
In this paper, we study the behavior of the little oh term.

1.1. Spatial DLT. Motivated by the analogy between the ergodic the-
orem and the strong law of large numbers, it is natural to look for
dynamical analogues of the central limit theorem. This leads to the
following classical definition:

Definition 1.1. The ergodic sums of f satisfy a spatial distributional
limit theorem (Spatial DLT) on a probability space (X,B, µ), if there
are constants AN ∈ R, BN → ∞ and a non-constant random variable
Y such that for all a ∈ R s.t. Prob(Y = a) = 0,

µ{x ∈ X :
S(N, x)− AN

BN

< a} −−−→
N→∞

Prob(Y < a).

Equivalently, the random variables X̂N(x) := S(N,x)−AN
BN

, obtained by
fixing N and choosing x randomly in X according to the measure µ,

converge in distribution to Y . We write S(N,x)−AN
BN

dist−−−→
N→∞

Y as x ∼ µ.

A similar definition can be made for flows.
There is a vast literature on spatial DLTs for hyperbolic dynami-

cal systems. In many cases one can show that AN = Nµ(f), BN ∼
const

√
N , and Y is Gaussian. For uniformly hyperbolic systems this

goes back to the pioneering works of Sinai, Ruelle, Bowen, and Rat-
ner ([8, 9, 10, 57, 59, 63, 64, 65]). For results on other systems, and
discussion of different methods of proving spatial DLTs for dynamical
systems, see [1, 18, 23, 37, 49].

The case of systems with zero entropy is much less understood. It
is clear that the spatial DLTs need not hold in general. The simplest
example is the following. Let T be an irrational rotation of the circle
R/Z and f the function equal to +1 on [0, 1

2
) and to (−1) on [1

2
, 1).

Since f has bounded variation, Denjoy-Koksma inequality [20] implies
that there is a subsequence nj →∞ such that ‖S(nj, x)‖∞ ≤ 2, so the

distributional limit points
S(nj ,x)−Aj

Bj
must be atomic for any sequence

{Aj, Bj}. On the other hand by [42] the Gaussian distribution is also
a limit point, so there are several limiting distributions, and the limit
does not exist. (Some functions with infinite variation do satisfy a
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Gaussian Spatial DLT [15, 44]. In fact, for any aperiodic map T any Y
can appear as a limiting distribution of Sf (n, x)/Bn for a suitable Borel
function f ([69]) so to limit the class of possible limit laws one usually
considers more regular functions.) Other examples where the spatial
DLT does not hold are horocycle flows ([13], see also Section 5 of the
present paper) and random walks in random environment [66, 36, 25].

1.2. Temporal DLT. The failure of the spatial DLT for natural dy-
namical systems of low complexity suggests looking for other types of
limit theorems which may hold for such systems.

In fact even if the spatial DLT does exist, there are good reasons
to look for other types of asymptotic results. For the spatial DLT to
be relevant there should be a possibility to sample a large ensemble
of initial conditions. However, in many situations only one orbit of a
dynamical systems is observed. Therefore, it is of interest to analyze
the stochastic behavior of a single trajectory generated by a specific
initial condition. This problem is an example of the research direction
known as single orbit dynamics [70]. Single Orbit Limit Theorems is
the main subject of the present paper.

The sequence of values of ergodic sums {S(n, x)}n≥1 can be very
oscillatory: if Tf (x, t) = (T (x), t+f(x)) is ergodic conservative infinite
measure preserving map on (X × R,B(X × R), µ × dt) for some T -
invariant probability measure µ, then for µ-a.e. x, S(n, x) will visit the
neighborhood of every real number infinitely many times.

Highly oscillatory sequences appear in number theory, and number
theorists designed ingenious tools to describe their behavior [68]. It is
natural to try to use these tools in the dynamical setup. The following
definition is motivated by the Erdös-Kac Theorem [31] on the number
theoretic sequence ω(n) := #{p|n : p is prime}.

Definition 1.2. The ergodic sums of f satisfy a temporal distribu-
tional limit theorem (Temporal DLT) on the orbit of x if there are
sequences AN(x) ∈ R, BN(x) → ∞ and a non-constant random vari-
able Y such that for all a ∈ R s.t. Prob(Y = a) = 0,

1

N
#{0 ≤ n ≤ N − 1 :

S(n, x)− AN(x)

BN(x)
< a} −−−→

N→∞
Prob(Y < a).

This is equivalent to the convergence in distribution to Y of the random

variables XN(n) := S(n,x)−AN
BN

, obtained by fixing x and choosing 1 ≤
n ≤ N randomly uniformly. We write: S(n,x)−AN

BN

dist−−−→
N→∞

Y as n ∼
U{1, . . . , N}.
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Definition 1.3. The ergodic integrals of f satisfy a temporal DLT on
the orbit of x if there are a real valued random variable non-constant Y
and two Borel functions AT (x) : (0,∞)→ R, BT (x) : (0,∞)→ (0,∞)
with B(T ) −−−→

T→∞
∞ s.t. for every a with Prob(Y = a) = 0,

1

T
Lebesgue{0 < t < T :

I(t, x)− AT (x)

BT (x)
< a} −−−→

T→∞
Prob[Y < a].

We write I(t,x)−AT
BT

dist−−−→
T→∞

Y, as t ∼ U [0, T ]. Here and throughout,

U [a, b] denotes the uniform distribution on [a, b].

Temporal DLTs are quite different from spatial DLTs. In a temporal
DLT, we fix the initial condition x and randomize the “time” n, and in a
spatial DLT we fix the time N and randomize the initial condition x. A
temporal DLT is a statement in single orbit dynamics; it describes the
oscillations of the ergodic sums along a specific orbit. A spatial DLT
is a statement on the diversity of the possible behaviors of S(n, x) for
different x. It says nothing on the behavior for a specific x.

To better compare the two types of DLT, it is convenient to introduce
the following subtle, but significant variation on definition 1.2:

Definition 1.4. Let T be a measurable map of a probability space
(X,B, µ) and f be a measurable function. We say that (T, µ, f) sat-
isfies strong temporal DLT for µ-a.e. x, if for µ–a.e. x, {S(n, x)}
satisfies the temporal DLT and the normalizing sequence BN can be
chosen to be independent of x.

The centering constants AN(x) remain free to depend on x. The asym-
metry between AN and BN is justified by examples, see below.

We shall also see below that there are T , f , µ with strong temporal
DLT for µ-a.e. x which do not satisfy a spatial DLT with x ∼ µ, and
there are T , f with spatial DLT for x ∼ µ for which there is no strong
temporal DLT for µ-a.e. x.

The term strong in the above definition refers to the fact that we
have less freedom in the choice of normalization than in Definition 1.2.
However, the strong DLT does not tells us anything for a fixed x, it
only applies to a.e. x.

All temporal DLTs discussed in this paper will be strong DLTs, and
they will hold for all x, not just almost everywhere. In each of these
theorems, the centering constants AN will depend on x.

1.3. Almost sure temporal DLT. In our definition of temporal DLT
we require that the time is uniformly distributed on a large interval.
This is because we want to capture behavior of ergodic sums or integrals
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at a typical moment of time. But from the point of view of a single
orbit dynamics there is no reason to prefer uniform distribution over
other distributions. One common choice is described below.

We discuss flows, but the case of maps is similar. Let Log[1, T ]
denote the distribution with probability density 1

lnT
dt
t

on [1, T ].

Definition 1.5. [12, 33, 60] The Ergodic integrals of f satisfy an al-
most sure DLT on a probability space (X,B, µ), if there are functions
A(t), B(t), and a non-constant random variable Y s.t. for µ-a.e. x,

I(t, x)− A(t)

B(t)

dist−−−→
T→∞

Y, as t ∼ Log[1, T ].

The temporal DLT and the almost sure DLT are both single orbit
results in the sense that the distribution of Y can be ascertained from
looking at a single orbit, but there are two important differences which
we would like to emphasize:

(1) In the temporal DLT, we scale by deterministic constants AT , BT ,
whereas in the almost sure case we normalize by random variables
A(t) and B(t) (t ∼ Log[1, T ]).

(2) In the temporal DLT the scaling constants are allowed to depend
on x (and, in fact, the centering terms AN depend on x in all the
examples we know). But in the almost sure DLT A(t) and B(t)
are the the same for almost all orbits (otherwise we would have too
much freedom and can get rid of I(t, x) completely).

We refer the reader to [17] for a comprehensive list of sufficient condi-
tions for almost sure DLT with stable laws as limiting variables. These
results go in the direction of showing that if the dynamical system is suf-
ficiently mixing then an almost sure DLT holds. However, the mixing
required here is much weaker than usual. Namely, usually it is required
that T t1x and T t2x are weakly dependent if |t1 − t2| is large, but the
almost sure DLT seems only to require that T t1x and T t2x are weakly
dependent if t1 and t2 are of different orders of magnitude. This opens
the way for some zero entropy systems to satisfy such laws [13, 50]. In
fact, it seems not obvious how to construct a system where the almost
sure DLT does not hold. We will see later that circle rotations and
horocycle windings are such systems.

In the present paper we discuss the three types of the limit theorems
described above (spatial DLT, temporal DLT, and almost sure DLT)
for three classical examples of smooth systems: Anosov systems, circle
rotations, whose rotation number is quadratic irrational, and horocy-
cle flows. The reader may notice that orbits in our second (or, more
precisely, its suspension) and third examples are unstable manifolds
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for Anosov systems. This is not an accident since renormalization ap-
proach plays an important role in our proofs.

2. Basic properties.

We record here for the future use the fact, that the spatial and tem-
poral DLTs do not change if we modify the function by a coboundary.

Suppose T is a Borel map on a standard probability space (X,B, µ),
and f : X → R is Borel.

Lemma 2.1. Suppose T preserves an invariant probability measure µ.

(a) If f(x) = R(Tx) − R(x) for a measurable function R and µ is
mixing, then Sf (n, x) converges in distribution as x ∼ µ, n→∞.

(b) If Sf (n, x) converges in distribution as x ∼ µ, n→∞ then f(x) =
R(Tx)−R(x) for a measurable function R.

(c) If f2(x) = f1(x) +R(Tx)−R(x) for a measurable function R then
Sf1(n, x) satisfies a spatial DLT as x ∼ µ (with Bn → ∞!) iff
Sf2(n, x) satisfies a spatial DLT as x ∼ µ.

Similar statements hold for continuous time.

Proof. We consider maps, the proofs for flows are similar.
(a) Recall that mixing implies that for any bounded measurable func-

tion R : X ×X → R we have∫
R(x, T nx)dµ(x)→

∫∫
R(x1, x2)dµ(x1)dµ(x2)

(this equality can be obtained by approximating R by linear combi-
nations of products

∑
j Aj(x1)Bj(x2)). Applying this to functions of

the form R(x1, x2) = φ(R(x2) − R(x1)) where φ is a continuous test
function we obtain (a).

(b) is proven in [61] (see also [3] for a more general result).
(c) follows from the fact that the sequence {R(T nx)} and hence

{R(T nx)−R(x)} is tight and so R(Tnx)−R(x)
Bn

dist−−−→
n→∞

0 as n→∞. �

Lemma 2.2.

(a) Suppose µ is a T -invariant probability measure. If f = R ◦ T − R
for a measurable function R then for µ a.e. x, Sf (n, x) converges
in distribution as n ∼ U{1, . . . , N}, N →∞.

(b) Suppose µ is a T -invariant probability measure. If Sf (n, x) con-
verges in distribution as n ∼ U{1, . . . , N}, N → ∞ for µ a.e. x,
then f(x) = R(Tx)−R(x) with R measurable.
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(c) If f2(x) = f1(x)+R(Tx)−R(x) for a bounded measurable function
R then Sf1(n, x) satisfies a temporal DLT for some x (with Bn →
∞!) iff Sf2(n, x) satisfies a temporal DLT for that x.

(d) Suppose µ is a T -invariant probability measure. If f2(x) = f1(x) +
R(Tx)− R(x) for a measurable function R then Sf1(n, x) satisfies
a temporal DLT (with Bn →∞) for µ a.e. x iff Sf2(n, x) satisfies
a temporal DLT for µ a.e. x.

Similar statements hold for continuous time.

Proof. We consider maps, the proofs for flows are similar.
To prove (a) it suffices to check that for a.e. x,

1

N

N−1∑
n=0

eit(R(Tnx)−R(x)) =
e−itR(x)

N

N−1∑
n=0

eitR(Tnx)

converges for all t ∈ R. This follows from the ergodic theorem.

To prove part (b) note that if S(n, x)
dist−−−→
N→∞

Yx, as n ∼ U{1, . . . , N}

then S(n, Tx)
dist−−−→
N→∞

Yx − f(x), as n ∼ U{1, . . . , N}. Given a random

variable Y define its median as

m(Y ) = inf

{
a : Prob(Y ≥ a) ≥ 1

2

}
.

Then letting −R(x) = m(Yx) we get f(x) = R(Tx)−R(x).
Part (c) is evident, while part (d) follows from part (a). �

It is interesting to characterize functions such that there is a sequence
of measurable functions AN(x) such that for µ a.e. x, Sf (n, x)−AN(x)
converges in distribution as n ∼ U{1, . . . , N} and N →∞.

3. Anosov systems

3.1. Temporal DLT and the Almost Sure Invariance Principle.
Let T t be a continuous flow on a complete metric space X. Fix

f : X → R continuous, and let I(t, x) :=
∫ T

0
f(T t(x))dt. Recall [54]:

Definition 3.1. We say that I(t, ·) satisfies the Almost Sure Invariance
Principle (ASIP) with respect to a Borel probability measure µ on X,
if there exist real valued functions Bt(x, s) on X × [0, 1] (t ≥ 0) and
σ > 0 such that

(1) (t, x, s) 7→ Bt(x, s) is a Borel measurable map R+×X× [0, 1]→ R;
(2) If (x, s) is distributed according to µ × ds on X × [0, 1], the paths

t 7→ Bt(x, s) are distributed like standard Brownian Motion;
(3) For µ× ds a.e. (x, s), |I(t, x)−Bσ2t(x, s)| = o(

√
t) as t→∞.
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A similar definition can be made for discrete time in which case the
last condition has to be replaced by

|S(n, x)−Bσ2n(x, s)| = o(
√
n) as n→∞.

The ASIP has been introduced as a generalization of the functional
Central Limit Theorem. In particular, it implies the spatial DLT with
normal limiting distribution. On the other hand, it was pointed out
in [45] that if I(t, x) satisfies the Almost Sure Invariance Principle,
then the almost sure DLT holds and the limiting random variable is
normal. Since the ASIP is known for a wide class of hyperbolic systems
[22, 23, 46] this gives many examples of systems satisfying both spatial
DLT and the almost sure DLT. However, we shall see below that ASIP
is incompatible with the temporal DLT.

Theorem 3.2. Suppose that the ergodic integral I(t, x) (or ergodic sum
S(n, x)) satisfies the ASIP with respect to a measure µ, then for µ-a.e.
x ∈ X, for every real valued random variable Y , there exist Tn ↑ ∞ s.t.

(3.1) I(t, x)/
√
Tn

dist−−−→
n→∞

Y where t ∼ U [0, Tn].

So no Temporal DLT can hold.

Proof. We give the proof for flows, the proof of maps is similar.
There is no loss of generality in assuming that σ = 1.
The weak star topology on the space P(R) of Borel probability

measures on R is generated by a countable basis N of non-empty
neighborhoods of the form

N(f1, . . . , fn; a1, . . . , an; ε) := {ν ∈P(R) :
∣∣∫ fidν−ai

∣∣ < ε (i = 1, . . . , n)},

where n ∈ N, fi ∈ Cc(R), ‖fi‖∞ = 1, ε > 0, and 0 < ai < 1.
Let (W,F ,m) denote Wiener’s measure space: the space of con-

tinuous functions B : [0,∞) → R s.t. B(0) = 0, equipped with the
σ-algebra F and the measure m which turns B(·) ∈ W into Brownian
Motion. The occupational measure (up to time 1) of a Brownian path

B(·) ∈ W is the random probability measure on R µB :=
∫ 1

0
δB(t)dt,

where δx :=point mass at t. It is not difficult to see that for every
non-empty N ∈ N , m{B ∈ W : µB ∈ N} > 0.

The scaling flow on W is the flow Φ : W → W ,

[ΦsB](t) = e−s/2B(est).

This is an ergodic measure preserving flow ([33]). Since N is countable,

W0 := {B ∈ W : ∀N ∈ N , ∃sn ↑ ∞ s.t. µΦsn (B) ∈ N for all n ∈ N}
has full measure.
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We claim that for every B ∈ W0, for every ν ∈ P(R), there is a

sequence sn → ∞ such that µΦsn [B]
w∗
−−−→
n→∞

ν. To see this use the fact

that N is a basis to construct a countable sequence of Nn ∈ N such
that N1 ⊃ N2 ⊃ N3 ⊃ · · · , with the property that every neighborhood
of ν contains some Nn. If B ∈ W0, then there are s1 < s2 < s3 <
· · · tending to infinity such that µΦsn (B) ∈ Nn for all n. Necessarily

µΦsn (B)
w∗
−−−→
n→∞

ν.

Let X0 := {x ∈ X : ∃s ∈ [0, 1] s.t. Bt(x, s) ∈ W0}. By the ASIP,
X0 has full µ-measure. Fix x ∈ X0 and s ∈ [0, 1] s.t. B(t) := Bt(x, s)
belongs to W0, then for every real-valued random variable Y , ∃sn →∞
s.t.

(3.2) µΦsn (B)
w∗
−−−→
n→∞

νY ,

where νY is the measure such that νY (E) = Prob[Y ∈ E].
Let Tn := ln sn, then for every test function G ∈ Cc(R),

1

Tn

∫ Tn

0

G
(
I(t,x)√
Tn

)
dt =

1

Tn

∫ Tn

0

G
(
Bt(x,s)√

Tn
+ o(1)

)
dt

(3.3)

=
1

Tn

∫ Tn

0

G
(
Bt(x,s)√

Tn

)
dt+ o(1)

=

∫ 1

0

G
(
BtTn (x,s)√

Tn

)
dt+ o(1) =

∫ 1

0

G (Φsn(B)(t)) dt+ o(1)

=

∫
GdµΦsn (B) −−−→

n→∞

∫
GdνY ≡ E[G(Y )] by (3.2).

Since G was arbitrary, I(t,x)√
Tn

dist−−−→
n→∞

Y , as t ∼ U [0, Tn]. �

Remark 3.3. The almost sure divergence of lim 1
T

∫ T
0

1[a,b](B(t)/
√
t)dt

for Brownian paths was proved earlier in [33, Thm 5.9].

Remark 3.4. Theorem 3.2 is a special case of the following general
problem. We have a probability space (Ω,P) (in our case, it is (X,µ))
and a collection of random variables VT with values in topological space

V (in our, case V = P(R) and VT is the occupation measure of I(tT,x)√
T

).

The problem is to use the information about the limit distribution of
VT as T → ∞ to get a description of the set {Vt(ω)}t≥T for a fixed
ω. Some general results on this question are described in [58] (see also
Lemma 4.7).
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3.2. An application to Anosov systems. Let T t be a transitive
Anosov flow on a compact smooth manifold X, equipped with an equi-
librium measure µ of some Hölder continuous potential (e.g. the geo-
desic flow on the unit tangent bundle of a compact Riemannian surface
with negative curvature, equipped with the Liouville measure).

Suppose f : X → R is a Hölder continuous function which is not
cohomologous to a constant function and such that

∫
fdµ = 0. By [22]

and [9], the ergodic integrals of f satisfy the ASIP with respect to µ.
Therefore for such systems

(1) the spatial DLT holds with respect to µ [57];
(2) for µ-a.e. x, there is an almost sure DLT [33];
(3) but, for µ-a.e. x, there is no temporal DLT along the orbit of x

(by Theorem 3.2).

The same phenomena holds in discrete time Anosov diffeomorphism
on a compact manifold X, µ and f as above (e.g. hyperbolic toral
automorphisms equipped with the Lebesgue measure).

4. Irrational rotations

4.1. Temporal DLT. Let T := R/Z, and define for α ∈ R \ Q the
map T : T→ T by T (x) = x+ αmod 1. Let

(4.1) fa(t) := 1[0,a)({t})− a,

and

Sa(n, x) :=
n−1∑
k=0

fa(T
n(x)).

J. Beck proved a temporal DLT for Sa(n, x), under the assumptions
that α is a quadratic irrational (a root of quadratic polynomial with
integer coefficients), a is rational, and x = 0 [6, 7]. A different proof of
Beck’s temporal DLT was given in [4] in the special case a = 1

2
. Here

we explain how to modify that proof to obtain a temporal DLT for all
rational a and all initial conditions x ∈ T.

Theorem 4.1. Suppose a is rational, α is a quadratic irrational, then
for every x ∈ T there are B = B(a, α) > 0 independent of x and
An = An(a, x, α) such that

Sa(n, x)− AN
B
√

lnN

dist−−−→
N→∞

N(0, 1), as n ∼ U{1, . . . , N}.

Here and below N(µ, σ2) =normal distribution with mean µ and vari-
ance σ2.
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Figure 1. M is a twice punctured torus.

Let a = p/q where p, q be integers such that 0 < p < q and (p, q) = 1.
f : T→ Z be the function

f(x) = (q − p) · 1[0, p
q

) − p · 1[ p
q
,1) = (q − p)fa.

Clearly it is enough to prove the temporal DLT for f.
Consider the cylinder map on T× Z given by

Tf (x, ξ) = (x+ α, ξ + f(x)).

Then T nf (x, ξ) = (x+nα, ξ+ S̃a(n, x)) where S̃a(n, x) = (q−p)Sa(n, x)
so the temporal DLT for (x, f, T ) reduces to counting occupation times
for the sets of the form T × BNI under T where I ⊂ R is a fixed
subinterval and BN = B

√
lnN. In fact, it is convenient to work with a

constant suspension of T because it has many symmetries.

Proposition 4.2. [40, 41] There exists an (infinite area) translation

surface M̃ such that:

(1) The linear flow in direction θ 6= ±π
2

on M̃ has a section with
Poincaré map conjugate to Tf (x, ξ), and constant return time.

(2) There’s a finite area translation surface M and a regular cover map

p : M̃ →M whose group of deck transformations is ∼= Z.
(3) There is a finite index subgroup Λ ⊂ SL(2,Z) such that for every

A ∈ Λ there are automorphisms ψ̃ : M̃ → M̃ and ψ : M →M with

derivative A, which fix the punctures, and satisfy ψ ◦ p = p ◦ ψ̃.

Let us describe the construction of M and M̃. Let M0 := R2/Z2 and

M := M0 \ {•, ◦} where • := Z2 and ◦ :=
(
p/q
0

)
+Z2. M is isometric to

the identification space of the square with •, ◦ removed (see Figure 1).
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Figure 2. Z-cover

The Z-cover M̃ (see Figure 2) is obtained from a disjoint countable
union of copies of this square indexed by k ∈ Z, and with the side
pairing

• (TLk, TMk) ∼ (BLk+(q−p), BMk+(q−p))
• (TMk, TRk) ∼ (BMk−p, BRk−p)
• (BLk, TLk) ∼ (BRk, TRk)

This has the effect that as the linear flow exists square k through its
top left side, it enters square k + (q − p) through its bottom left side,
and as it exists square k through its top right side, it enters square
k−p through its bottom right side. So the union of top (left and right)
sides is a Poincaré section with constant roof function τ and Poincaré
map conjugate to Tf .

Let us now prove Theorem 4.1 postponing the proof of the fact that

M, M̃ have the properties announced in Proposition 4.2 until Appen-
dix A.

We shall use Proposition 4.2 in the following way. Let D be the deck
transformation moving the k-th copy of our surface to the k+ 1-st one.

Let M̃∗ denote the regular part of M̃, that is π−1M.

Proposition 4.3. If α is a quadratic irrational, and θ = tan−1 α, then

there exists a homeomorphism ψ̃ : M̃ → M̃ and 0 < λ < 1 with the
following properties:

(1) ψ̃[ϕtθ(p)] = ϕλtθ [ψ̃(p)] for all t > 0 and p such that the forward orbit
of p does not meet a singularity.

(2) ψ̃ ◦D = D ◦ ψ̃ and ψ̃ fixes the singularities of M̃

(3) ψ̃ is differentiable on M̃∗, with constant derivative. The derivative
is a hyperbolic matrix in SL(2,Z), with eigenvalues λ, λ−1. The
direction of ϕθ is the contracted eigenvector.

(4) ψ̃ descends to a hyperbolic toral automorphism ψ of the punctured
torus M .
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(5)
∫
M
Fψ(q)dq = 0, where Fψ : M∗ → Z, Fψ(q) = ξ(ψ̃−1(q̃))− ξ(q̃) for

some (all) q̃ ∈ M̃ which project to q ∈ M , and the integration is
with respect to the area measure.

The proof of Proposition 4.3 is similar to the proof of Proposition 2.5
in [4]. Namely, we use Lagrange Theorem to find a hyperbolic matrix
A which fixes the direction θ. Replacing A by its inverse if necessary
we may assume that this direction is contracted by A. Since Λ has
finite index in SL(2,Z) there exists k such that Ak ∈ Λ. We then apply

Proposition 4.2 to find the map ψ̃ with derivative Ak.

Proof of Theorem 4.1. We assume without loss of generality that ϕtθ(x, 0)
does not meet any singularity for t ≥ 0. If it does, say for t = cn
(n ≥ 0), replace x by x+ (n+ 1)αmod 1.

Let

(4.2) aN := ξ[ψ̃N(x, 0)] =
N−1∑
j=0

Fψ(ψj(x, 0)).

We will estimate, for given a1, a2 ∈ R such that a1 < a2,

DN(a1, a2) :=
1

N
#

{
1 ≤ n ≤ N :

S̃a(x, n)− aN∗
√
N∗

∈ [a1, a2]

}
,

where N∗ := blogλ−1 Nc.
Let

(4.3) ΓN := {ϕtθ(x, 0) : τ < t < τ(N + 1)}.

Till the end of the proof let ` denote the one-dimensional Hausdorff
measure (in the context we use it, just the length measure along the
relevant straight line). By Proposition 4.2(1)

DN(a1, a2) =
1

`(ΓN)
`{q ∈ ΓN :

ξ(q)− aN∗
√
N∗

∈ [a1, a2]}.

By Proposition 4.3 and the choice of aN ,

DN(a1, a2) =
1

`(γN)
`{q ∈ γN :

ξ(ψ̃−N
∗
(q))− ξ(zN∗)√
N∗

∈ [a1, a2]}

where γN = ψ̃N
∗
(ΓN), and zN∗ := ψ̃N

∗
(x, 0) =beginning point of γN .

Let γ̂N := D−ξ(zN∗ )(γN). Since ξ ◦D = ξ + 1 and ψ̃ ◦D = D ◦ ψ̃,

(4.4) DN(a1, a2) =
1

`(γ̂N)
`{q ∈ γ̂N :

ξ(ψ̃−N
∗
(q))√

N∗
∈ [a1, a2]}.
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Observe that γ̂N is a linear segment of length λ−N
∗
N � 1, which starts

at a point at sheet zero. So {γ̂N} is a pre-compact collection of linear
segments.

The remainder of the argument is similar to [4]. We sketch the
argument, and refer the reader to that paper for the details.
Fψ is not smooth but it is sufficiently regular to prove the CLT.

Namely given a function F on M0 let

H(F, d) = sup
A
‖F − E(F |A)‖L2

where the supremum is taken over all partitions whose diameter is
smaller than d. In our case

(4.5) H(Fψ, d) = O(d)

since |[F −E(F |A)](p)| ≤ 1 for all p and [F −E(F |A)](p) = 0 unless p
belongs to d-neighborhood of the singularity set of Fψ.

(4.5) allows us to apply [18, Corollary 1.7.(ii)] to

ξ(ψ̃−N
∗
q) = ξ(q) +

N∗−1∑
j=0

Fψ(ψ−jq)

and conclude that if we choose q ∈ M̃∗ randomly uniformly in sheet
zero, then

ξ[ψ̃−N
∗
(q)]√

N∗
dist−−−−→

N∗→∞
N(0, σ2)

where

(4.6) σ2 =
∞∑

n=−∞

∫
M

Fψ(ψ−nq)Fψ(q)dq ≥ 0.

We claim that in fact, σ2 6= 0. Postponing the claim till the end of
this section let us first finish the proof of the theorem.

By Eagleson’s Theorem [28], the convergence in distribution remains
true whenever we choose q uniformly according to some probability
measure which is absolutely continuous with respect to the area mea-
sure on M . In our case, q is sampled according to the one-dimensional
Hausdorff measure on γ̂N , which is singular. But there is not much
difference between sampling q from γ̂N and sampling it uniformly from
a thickening of γ̂N in the direction of the expanded eigenvector of dψ
into a solid parallelogram. This is because the direction of thickening
is the stable direction of ψ−1, and as such its effect on the distributional

behavior of ξ(ψ̃−N∗
(q))√

N∗ is negligible.
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The pre-compactness of {γ̂N : N ≥ 1} is sufficient to push this idea

to a proof that the random variables XN := ξ[ψ̃−N∗
(q)]√

N∗ (q ∼ U [γ̂N ])

converge in distribution to N(0, σ2) as N →∞. So

DN(a1, a2) −−−→
N→∞

1√
2πσ2

∫ a2

a1

e−t
2/2σ2

dt for all a1 < a2.

It remains to check that σ is not equal to 0. If it were, then by general
spectral theory (see e.g. [53, Prop. 4.12]) we would have that

(4.7) Fψ(q) = η(q)− η(ψ(q)) a.e.

for a measurable function η. Using (4.4) we conclude from (4.7) that

if x is chosen uniformly in T then the distribution of {S̃a(n, x)}n∈N is
tight. By [3] fa would would be a coboundary which contradicts the
ergodicity of T established in [51],[67] (see also [19], [62], [2]). �

Remark 4.4. If x = 0, then the centering constants AN = aN∗ in The-
orem 4.1 can be taken to be const

√
logN [6],[4]. In general, the cen-

tering constants can be oscillatory. By (4.2), AN = O(N∗) = O(lnN)
for all x, and AN = o(N∗) = o(lnN) for a.e. x.

For the future use we record the following extension of Theorem 4.1.

Theorem 4.5. For each b1 < b2 Theorem 4.1 remains valid if the
condition n ∼ U(1, N) is replaced by n ∼ U(b1N, b2N).

The proof of Theorem 4.5 is the same as the proof of Theorem 4.1
except that Γn in (4.3) has to be replaced by

Γ̃N = {ϕtθ(x, 0) : τb1N < t < τb2(N + 1)}.

4.2. No almost sure DLT for rotations.

Theorem 4.6. fa does not satisfy an almost sure DLT. In fact, for
almost every x the following holds. For every random variable Y there
is a sequence Nm such that

(4.8)
Sa(n, x)√

lnn

dist−−−→
m→∞

Y⊕N(0, B2) where n ∼ Log{1, . . . , Nm}

Here B is the constant in Theorem 4.1, Log{1, . . . , N} is the distribu-
tion on {1, . . . , N} such that P(k) ∝ 1

k
, and ⊕ =independent sum.

Proof. Given [ε lnN ] ≤ L ≤ [lnN/ε], let IL := (eεL, eε(L+1))∩{1, . . . , N}.
If n ∼ Log{1, . . . , N}, then

(a)
⋃
IL cover more than 1− ε of the total mass of {1, . . . , N};

(b) the conditional density of mass inside IL is approximately uniform;
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(c) the total mass of each IL is almost the same, ≈ ε/ lnN .

Therefore it is enough to prove that for any 0 < ε < 1, (4.8) holds if

n ∼ U([eεL], . . . , [eε(L+1)]) and L ∼ U
(
[ε lnN ], . . . , [ lnN

ε
]
)
.

Let Pε,N and Eε,N denote the the probability and expectation with
respect to this distribution.

Let Φ : R → R be a continuous function with compact support.
Recall the definition of aN from (4.2), and consider the decomposition

Φ
(
Sa(n,x)√

n

)
= Φ

( √
εL√
lnn

(
Sa(n,x)−aεL√

εL
+ aεL√

εL

))
(n ∈ IL).

Φ is uniformly continuous, εL√
lnn

= 1 + O(ε) uniformly as N → ∞,

and Sa(n,x)−aεL√
εL

dist−−−→
L→∞

N(0, B2) as n ∼ U(IL) by Theorem 4.5. So

Eε,N

(
Sa(n,x)√

n

∣∣n ∈ IL) = (CN(0,B2)Φ)
(

aεL√
εL

)
+ o(1),

where C denotes the convolution operator

(4.9) [CY Φ](z) = E(Φ(z + Y )).

Denoting K = lnN and passing to the expectation over L, we get

(4.10) Eε,N

(
Φ
(
Sa(n,x)√

lnn

))
=

Eε,N

 1

((1/ε)− ε)K

K/ε∑
L=εK

[
CN(0,B2)Φ

] (
aεL√
εL

)+ o(1).

We claim that for each random variable Y there exists a sequence {Nm}
such that the occupation measure of {aεL

εL
} converges to the distribution

of Y. That is, for any continuous test function Ψ of compact support

(4.11) lim
m→∞

Eε,Nm

 K/ε∑
L+εK

Ψ
(aεL
εL

) = E(Ψ(Y)).

Combining (4.9), (4.10) and (4.11) we obtain

lim
m→∞

Eε,Nm

(
Φ
(
Sa(n,x)√

lnn

))
= E(Φ(Y⊕N(0, B2)))

as claimed.
It remains to prove (4.11). Recalling (4.2) let

W x
n =

ξ(ψ̃[tn](x, 0))√
tn

.

Lemma 4.7. Let g : [ε, 1/ε] → R be a continuous function. For a.e.
x, g is a limit point of W x

n as n→∞.
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Lemma 4.7 implies (4.11) since for each Y it is simple to find a
sequence {gn} so that the occupation measures of {gn} converge to the
distribution of Y. (Some non continuous functions can appear as limits
of W x

n as well but it does not concern us here since continuous functions
are enough to obtain (4.11).) �

Proof of Lemma 4.7. It suffices to show that for a.e. x and each ε̂ > 0,
W x
n visits the set Nε = {h : ||h − g|| < ε̂} for some n. Using a weak

invariance principle proven in [18] we conclude that there is δ > 0 such

that if q is uniformly distributed on sheet 0 and W q
n(t) = ξ(ψ̃[nt](t))−ξ(q)√

tn

then for large n
P(W q

n ∈ Nε̂/2) ≥ δ.

Arguing as in the proof of Theorem 4.1 we conclude that the same is
true is q is uniformly distributed on a segment Γ which is uniformly
transversal to the stable direction es of ψ. Moreover n can be chosen
uniformly over the set of segments such that

1

K
≤ |Γ| ≤ K, ∠(Γ, es) ≥

1

K
.

We want to apply this to Γ = {(x, 0)}x∈T. Take a large n1. The set

where W q
n1
6∈ Nε is a finite union of segments. Let Γ̂ be one such

segment. Take m1 so that

1

K
≤
∣∣∣ψ̃m1Γ̂

∣∣∣ ≤ K.

By the foregoing discussion if ñ2 is large enough then

PΓ̂

(
W ψ̃n1+m1q
ñ2

∈ Nε̂/2
)
≥ δ.

On the other hand letting n2 = ñ2 +m1 + n1 we have∥∥∥W q
n2
−W ψ̃n1+m1q

ñ2

∥∥∥ ≤ C
n1 +m1√

ñ2

which can be made smaller than ε̂/2 if n2 is large enough. Hence we
defined a function n2(q) on the set where W q

n1
6∈ Nε̂ so that

P
(
W q
n2
6∈ Nε̂|W q

n1
6∈ Nε̂

)
≤ (1− δ).

Continuing this procedure we can define functions nk(q) on the set
where

W q
nj
6∈ Nε̂ for j < k

so that

P
(
W q
nk
6∈ Nε̂|W q

nj
6∈ Nε̂ for j < k

)
≤ (1− δ)

so the set of points avoiding Nε̂ is a Cantor set of zero measure. �
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5. Horocycle flows

5.1. Horocycle windings. Let M be a compact connected orientable
Riemannian surface. Assume that M is hyperbolic, that is, every p ∈
M has a neighborhood which is isometric to a neighborhood of i in
H := {z ∈ C : Im(z) > 0}, equipped with the metric |dz|/Im(z).
Let T 1M := {~v ∈ TxM : x ∈ M, ‖~v‖ = 1}, and π : T 1M → M the
projection which sends a tangent vector to its base point. Let m denote
the Riemannian area measure on T 1M .

The geodesic flow gt : T 1M → T 1M moves a unit tangent vector ~v
at unit speed along its geodesic, in the direction of ~v.

The stable horocycle flow ht : T 1M → T 1M moves a unit tangent
vector ~v at unit speed and in the positive direction, along its stable
horocycle Hor(~v) := W ss(~v) = {~u ∈ T 1M : dist(gt(~v), gt(~u)) −−−→

t→∞
0}.

The “positive direction” is the direction ~w ∈ Tπ(~v)[W
ss(~v)] such that

the ordered basis 〈~w,~v〉 has positive orientation in Tπ(~v)M .
We are interested in the way these flows wind around M (the def-

inition of “winding” is below). The winding of the geodesic flow was
analyzed in [39], [47],[48],[30], [29], and [5]. We will analyze the horo-
cycle flow.

Given a closed form ω and a curve Γ in M we can define winding
W (Γ, ω) =

∫
Γ
ω. If ω1 and ω2 belong to the same cohomology class,

ω2 = ω1 + dB then

(5.1) W (Γ, ω1) = W (Γ, ω2) +B(end(Γ))−B(beginning(Γ)).

Below we consider sequences of curves whose length tend to infinity.
Then (5.1) shows that the asymptotic winding depends only on co-
homology class of ω. By the Hodge Theorem every cohomology class
contains a harmonic form, i.e. a closed form ω such that ω∗(v) = ω(Rv)
is closed where R denotes the rotation by −π/2. Therefore it is enough
to consider harmonic 1-forms.

Let us fix a harmonic 1-form ω. Let Gt(~v) and Ht(~v) denote the
projections to M of the pieces of geodesics of length t and of stable
horocycle of length t starting at ~v. Let

Wg(ω,~v, t) = W (Gt(~v), ω), Wh(ω,~v, t) = W (Ht(~v), ω).

Theorem 5.1. For each ~v,

(5.2)
Wh(ω,~v, t)−Wg(ω,~v, lnT )√

lnT

dist−−−→
T→∞

N(0, σ2) as t ∼ U(0, T )

where

(5.3) σ2 =
4

Volume(T 1M)

∫
T 1M

|ω(~ξ)|2dm(~ξ).
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Proof. The quadrilateral with sides

Ht(~v), GlnT (ht~v), −Ht/T (glnT~v), GlnT (−glnT~v)

is contractible (decrease t to 0, and T to 1), therefore homologous to
zero. By the Stokes Theorem,

(5.4) Wh(ω,~v, t)−Wg(ω,~v, lnT ) =Wg(ω, ~w, lnT )−Wh(ω, g
lnT~v, u)

where u = t/T, ~w = −huglnT~v.
The second term on the RHS of (5.4) is O(1) since u ∈ [0, 1], so the

random variable on the left of (5.2) has the same distributional limit

as the random variable Wg(ω,~w,t)√
lnT

with t ∼ U [0, 1], as T →∞.

Notice that when t ∼ U [0, T ], −~w is uniformly distributed on the
horocyclic arc H1(glnT~v). The measure on T 1M which describes this
distribution is supported inside a one-dimensional curve, and is there-
fore singular with respect to the volume measure on T 1M . However
similarly to Theorem 4.1 we can smoothen this measure by thickening
its support in stable and neutral direction and show that if −~w is uni-

formly distributed on H1(glnT~v) then Wg(ω,~w,t)√
lnT

converges to N(0, σ2)

where σ2 is the same as when ~w is uniformly distributed on T 1M. By
[48, pages 164-5] and the assumption that ω is harmonic, σ2 is given
by (5.3). �

Corollary 5.2. Suppose ~v generates a closed geodesic of length `(γ)
and homology class [γ], then

Wh(ω,~v, t)− A lnT√
lnT

dist−−−→
T→∞

N(0, σ2) as t ∼ U [0, T ],

where A = 1
`(γ)

∫
γ
ω and σ is as before.

Remark 5.3. Every homotopy class contains a closed geodesic γ. Fix
some ~v tangent to γ. If the homotopy class is homologous to zero,
then A = 0 for every harmonic 1-form ω. If the homotopy class is not
homologous to zero, then the de-Rahm and Hodge theorems provide
an harmonic 1-form ω such that A 6= 0 for all ~v tangent to γ.

Thus, even though the horocycle flow is uniquely ergodic and all its
orbits satisfy (1/t)Wh(ω,~v, t) −−−→

t→∞
0 uniformly on T 1M , the behavior

on the scale ln t is sensitive to ~v, oscillatory, and may reveal a bias of
order lnT .

Remark 5.4. One can also consider the case where our surface has
finite area but is not compact. In this case one can no longer claim
that the second term in the right hand side of (5.4) is small since
the short curves can wind many times around the cusp if it is located
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sufficiently high. In fact we show in [27] that the main contribution to
”windings around cusps” comes exactly from such long excursions. As
a result the temporal DLT does not hold for cusp windings, however
the set of possible limit points is much smaller than in Theorem 3.2
and is described explicitly in [27].

5.2. More general ergodic integrals. In order to understand the

windings of horocycles one needs to study ergodic integrals
∫ T

0
f(ht~v)dt

where f(q, v) = ω(q)(Rv), ω is a closed 1 form on M and R is rotation
by −π/2. In this subsection we review the results of [34, 13] concerning
ergodic integrals of more general functions.

Consider the splitting L2(T 1M) = Lp ⊕ Lc ⊕ Ld corresponding to
principal, complimentary and discrete components of the induced rep-
resentation of SL2(R) on L2(T 1M).

Letting Hs denote the Sobolev space of index s on T 1M we have a
splitting Hs = Hs

p +Hs
c +Hs

d, where Hs
∗ = Hs ∩ L∗ for s ≥ 0, and Hs

is the space of distributions vanishing on the orthogonal complement
of H−s∗ for s < 0.

A distribution D ∈ C∞(T 1M) is called horocycle invariant if

D

(
∂

∂t

∣∣∣∣
t=0

(f ◦ ht)
)

= 0 for all f ∈ C∞(M).

Let Is be the space of invariant distributions inH−s and Is∗ = Is∩H−s∗ .
Theorem 1.1 in [34] gives the following information on Is∗ :

• Isc is finite dimensional. If the smallest non zero eigenvalue of the
Laplacian on M is greater than 1

4
, this dimension is equal to zero.

• Isp has infinite dimension.
• Isd has finite dimension for each s, and for each ε > 0,

dim(I1+ε
d ) = 2 genus(M).

Let T∞ and R∞ denote the products of countably many copies of T
and R respectively, with the product topology.

Given a 1-form ω let Aω denote a function of the form

Aω(q, v) = ω(v).

The results of [34, 13] can be summarized as follows.

Theorem 5.5. Let f ∈ Hs with s > 11
2
.

(a) D(f) = 0 for all D ∈ Isc ⊕ Isp iff for a.e. ~v we have

(5.5)

∫ T

0

f(ht~v)dt =

∫ T

0

Aω(ht~v)dt+R(hT~v)−R(~v)
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for some harmonic form ω and an L2 function R. Moreover, for
each s̄ < 1, R ∈ Hs̄ and ‖R‖Hs̄ ≤ K||f ||Hs .

If 1
4

is not an eigenvalue of the Laplacian on M then:

(b) If D(f) 6= 0 for some D ∈ Isc then there is α > 1
2
> δ > 0 and a

Hölder continuous non zero function Φ : T 1M → R of zero mean
such that for all ~v we have

(5.6)

∫ T

0

f(ht~v)dt = TαΦ(glnT~v) +O
(
Tα−δ

)
.

(c) If D(f) = 0 for all D ∈ Isc but D(f) 6= 0 for some D ∈ Isp then

there is a Hölder continuous non zero function Φ : T 1M ×T∞ → R
such that

∫
Φ(~v, θ)dµ(~v) = 0 for each θ and a vector u ∈ R∞ such

that for all ~v we have

(5.7)

∫ T

0

f(ht~v)dt =
√
TΦ(glnT ~v, u lnT ) +O (lnT ) .

If 1
4

belongs to the spectrum of the Laplacian on M then parts (b)
and (c) are modified as follows. There are two additional distributions
D± ∈ Isc such that if D−(f) 6= 0 but D(f) = 0 for all D± 6= D ∈ Is
then (5.6) has to be replaced by

(5.8)

∫ T

0

f(ht~v)dt =
√
T lnT Φ(glnT ~v) +O

(√
T
)

while if D+ is the only distribution in Isc such that D(f) 6= 0 then (5.7)
holds.

(d) If D(f) = 0 for all D ∈ Isc ⊕ Isp then∣∣∣∣∫ T

0

f(ht~v)dt

∣∣∣∣ ≤ C ||f ||Hs lnT.

Part (a) of Theorem 5.5 follows from [34, Theorem 1.2], the fact
that the codimension of the space of coboundaries in H1

d is 2g by [34,
Theorem 1.1(4)] and the fact that the function Aω(~v) above is not a
coboundary unless ω∗ is exact. The last fact can be seen from the proof
of Theorem 1.1 in [34] or from Theorem 5.1 and Lemma 2.2. Parts (b),
(c) and (d) follow from Theorem 1.2 and Corollary 1.3 of [13] (for part
(d) see also [34, Theorem 1.5]).

We now record several corollaries of Theorem 5.5 pertaining to single
orbit DLTs. In what follows we assume that f ∈ Hs with s > 11/2.
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Corollary 5.6. If D(f) = 0 for all D ∈ Isc ⊕Isp, then f satisfies (5.5)
and for a.e. ~v,∫ t

0
f(hs~v)ds−Wg(ω

∗, ~v, lnT )
√

lnT

dist−−−→
T→∞

N(0, σ2(ω∗)), as t ∼ U [0, T ],

where σ2(·) is given by (5.3).

Corollary 5.7. If D(f) 6= 0 for some D ∈ Isc ⊕ Isp, then f does not
satisfy a strong temporal DLT.

Corollary 5.8.

(a) If D(f) 6= 0 for some D ∈ Isc ⊕ Isp, then
∫ T

0
f(ht(~v))dt satisfies an

almost sure DLT.
(b) If D(f) = 0 for all D ∈ Ic ⊕ Ip, then

∫ T
0
f(ht~v)dt does not satisfy

an almost sure DLT.

Corollary 5.6 follows easily from Theorem 5.1 and Lemma 2.2. Corol-
lary 5.7 is proved in §5.5. Corollary 5.8 is proved in §5.4.

5.3. Temporal Large deviations. Theorem 5.1 gives an additional
information comparing to Theorem 5.5(d). It shows that for typical ~v

most of the time the windings are of order
√

lnT , not lnT. However,
Theorem 5.1 does not rule out that windings of typical orbits can be
as large as O(lnT ) during a density zero set of times. In fact, it turns
out that the estimate of Theorem 5.5(d) is sharp.

Recall that given a homology class [γ] ∈ H1(M) its stable norm is
defined as

||γ||s = inf∑
j [rjγj ]=[γ]

∑
j

|rj| length(γj)

where γj are smooth closed curves.
Given a smooth closed 1-form ω the dual stable norm is

||ω||s = sup
σ 6=0

|ω(σ)|
||σ||s

.

The following statement holds

Theorem 5.9. For every ~v

(5.9) lim inf
T→∞

maxt≤T |Wh(ω,~v, t)|
lnT

≥ ||ω||s.

In fact, for almost every ~v

(5.10) lim
T→∞

maxt≤T |Wh(ω,~v, t)|
lnT

= ||ω||s.
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Note by contrast, that for geodesics windings the maximum grows as√
T ln lnT in view of the ASIP and the law of iterated logarithm [22]

for almost every orbit. However, there are exceptional orbits with much
slower growth. For example, [55] shows that there are many periodic
orbits with zero winding number.

Theorem 5.9 demonstrates another interesting direction in single or-
bit dynamics–Single Orbit Large Deviations ([32, 16, 21]). Its proof is
given in Appendix B since it is not directly related to the main theme
of our paper.

5.4. Almost sure DLTs. In the proofs given here and in §5.5 we
assume that 1

4
does not belong to the spectrum of Laplacian so that

either (5.6) or (5.7) hold. The case where (5.8) holds requires minor
modifications which are left to the reader.

Lemma 5.10. Wh(ω,~v, t) does not satisfy an almost sure DLT. In
fact, for almost every ~v the following holds. For every random variable
Y there is a sequence Tn such that

Wh(ω,~v, t)√
ln t

dist−−−→
n→∞

Y⊕N(0, σ2(ω)) where t ∼ Log[1, T ].

The proof of this lemma is similar to the proof of Theorem 4.6, so
we omit it.

Proof of Corollary 5.8(a). Under the assumptions of the corollary, (5.6)
or (5.7) hold. We give the proof in case (5.7), the other case is easier.

Assume (5.7), then there are u ∈ T∞ and a continuous Φ : T∞ → R
such that I(t, ~v) :=

∫ t
0
f(hτ~v)dτ =

√
tΦ(gln t(~v), u ln t) +O(ln t), so the

almost sure DLT reduces to a distributional limit as T → ∞ for the
random variables Φ(gln t(~v), u ln t) where t ∼ Log[1, T ].

Since t ∼ Log[1, T ]⇒ ln t ∼ U [0, lnT ], this is equivalent to a distri-
butional limit as T →∞ for the random variables

Φ(gt(~v), ut) where t ∼ U [0, lnT ].

Thus it suffices to check that for a.e. ~v, for every bounded continuous
φ : R→ R the following limit exists and is independent of ~v:

(5.11) lim
T→∞

(
1

lnT

∫ lnT

0

φ(Φ(gt~v, ut))dt

)
.

Let τ t(θ) = θ + tu denote the translation flow on T∞ in “direction”
u ∈ T∞. The orbit closure of 0 is compact abelian subgroup G ⊂ T∞,
and the Haar measure mG on G is ergodic and invariant for τ t.

Consider Ω := T 1M ×G, equipped with the product measure

µΩ := (normalized volume measure on T 1M)×mG.
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Since gt : T 1M → T 1M is mixing and τ t : G → G is ergodic, the
product gt× τ t : Ω→ Ω is ergodic. Therefore µ-a.e. (~v, θ) ∈ T 1M ×G
is a generic point for µΩ:

lim
T→∞

1

T

∫ T

0

ψ(gt~v, θ + ut)dt =

∫
Ω

ψdµΩ for all φ ∈ C(Ω).

It is easy to see that (~v, θ) is µΩ-generic iff (~v, 0) is µΩ-generic. There-
fore for a.e. ~v the limit in (5.11) exists for all bounded continuous
φ : R→ R, and equals

∫
Ω
φ ◦ ΦdµΩ.

This proves the almost sure DLT with the limiting random variable
Y = Φ(~v, θ), (~v, θ) ∼ µΩ. �

Proof of Corollary 5.8(b). The corollary follows from Lemma 5.10 and
Lemma 5.11 below.

Lemma 5.11. If R ∈ L2(T 1M,B,m) then for a.e. ~v,

R(ht(~v))√
lnT

dist−−−→
T→∞

0 when t ∼ Log[1, T ].

Proof. It suffices to show that for a.e. ~v

R(ht ~v)√
lnTN

dist−−−→
N→∞

0 where t ∼ Log[1, TN ] and TN = eN .

To this end it is enough to show that for each ε1 > 0 and a.e. ~v

(5.12) PN(|R(ht ~v)| ≥ ε1

√
N)→ 0,

where the index N in PN indicates that we are sampling t ∼ Log[1, TN ].
To prove (5.12) note that∫

PN(|R(ht ~v)| > ε1

√
N)dm(~v) =

∫
EN(1[R(ht ~v)2>ε21N ])dm(~v)

= EN
(∫

1[R(ht ~v)2>ε21N ]dm(~v)

)
and so by Markov inequality and the fact that {ht} preserves m

m{~v : PN(|R(ht ~v)| > ε1

√
N) ≥ ε2} ≤

1

ε2

∫
1[R2(~v)>ε21N ]dm(~v).

Since R2 ∈ L1(m),
∑

N

∫
1[R2(~v)>ε21N ]dm(~v) <∞. By the Borel-Cantelli

Lemma, for each ε1, ε2, for a.e. ~v, PN(|R(ht ~v)| > ε1

√
N) < ε2 for all

N large enough. �
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5.5. Temporal DLTs. Here we prove Corollary 5.7. We suppose that
f satisfies a strong temporal DLT a.e. with respect to the volume
measure, and obtain a contradiction. We consider the case where f
satisfies (5.6). The case where (5.7) is satisfied requires minor modifi-
cations which are described at the end of this section.

Let a(~v, T ) be the centering terms (which are allowed to depend on
~v) and BT be a normalizing constants (which are not allowed to depend

on ~v). Write I(t, ~v) =
∫ t

0
f(hs~v)ds and denote

BT = Tα c(T ), a(~v, t) = Tα ã(~v, T ).

We claim that c(T ) is uniformly bounded from above and below.
This is because the limiting random variable is non-constant, so there
are two disjoint closed intervals J1 and J2 and a number p > 0 such
that for large T

Leb(t ∈ [0, T ] : I(t, ~v) ∈ a(~v, T ) +BTJj) ≥ pT for j = 1, 2,

which is incompatible with c(T ) being either too large or too small in
view of (5.6).

Since c(T ) is bounded the limiting distribution Y has compact sup-
port, in particular all its moments are finite. Fix ~v. Since Φ is uniformly
bounded, I(uT,~v)/BT is bounded, and therefore by the bounded con-
vergence theorem, if u ∼ U [0, 1] then

(5.13) lim
T→∞

Varu(I(uT,~v))

c2(T )T 2α
= Var(Y) <∞

for almost all ~v (where Varu = variance, when u ∼ U [0, 1]).
Let η~v,t denote the random variable η~v,t := e−ατΦ(gt−τ~v) where τ has

exponential distribution with mean 1 (i.e. τ > 0 with density e−τdτ).
Then τ has the same distribution as − lnu, where u ∼ U [0, 1], and

consequently by (5.6), the fraction in (5.13) is asymptotic to
Varτ (η~v,lnT )

c2(T )
.

It follows that for a.e. ~v,

lim
T→∞

Varτ (η~v,lnT )

c2(T )
= Var(Y).

Integrating over ~v with respect to the volume measure on T 1M , we
obtain (by the invariance of this measure with respect to the geodesic
flow and uniform boundedness of η~v,t) that c(T ) −−−→

T→∞
non-zero con-

stant. So BT/T
α −−−→

T→∞
non-zero constant. Without loss of generality,

BT = Tα.
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By choice of ã(~v, lnT ), η~v,lnT − ã(~v, T ) converges in distribution to
Y. By the uniform boundedness of η~v,lnT ,

ã(~v, T ) = Eτ (η~v,lnT )− E(Y) + o(1).

Accordingly we may assume that ã(~v, T ) = Eτ (η~v,lnT ). Since the dis-
tribution of η~v,lnT equals the distribution of ηglnT~v,0, ã(~v, T ) takes the
form A(glnT~v).

It follows that for every a ∈ R, there is a function Fa : T 1M → [0, 1]
such that P(η~v,lnT − ã(~v, T ) < a) = Fa(g

lnT (~v)). By convergence
in distribution, for a.e. ~v, for every a such that P(Y = a) = 0,
Fa(g

lnT~v) −−−→
T→∞

P(Y < a). By ergodicity, Fa = const a.e. for all

a, which implies that the distribution of η~v,T − A(glnT~v) does not de-
pend on ~v or T.

Lemma 5.12. If there exist a function A such that the distribution of
η~v,lnT − A(glnT~v) is independent of ~v and T then Φ is constant.

Proof. Let φ(u) := E(eiu(η~v,t−A(gt~v))), the characteristic function of η~v,t−
A(gt~v). For a function A let us temporarily abbreviate At = A(gt~v).
Then for every u,

φ(u)eiuAt =

∫ t

−∞
exp

(
iuΦs e

α(s−t)) es−tds.
The right hand side is differentiable in t, and this can be used to prove
that t 7→ eiuAt is differentiable for every u. This in turn implies that
t 7→ At is differentiable. Differentiating, we obtain

iuφ(u)eiuAtȦt =eiuΦt −
∫ t

−∞
exp

(
iuΦse

α(s−t)) es−tds
− iαu

∫ t

−∞
exp

(
iuΦse

α(s−t))Φse
(α+1)(s−t)ds.(5.14)

=eiuΦt − φ(u)eiuAt − ∂u(φ(u)eiuAt).

Denoting Ψ = Φ− A we obtain

(5.15) eiuΨt =
[
φ(u)

(
1 + iuȦt + iAt

)
+ φ′(u)

]
.

Squaring (5.15) for u and comparing it with (5.15) for 2u we get

(5.16)
[
φ(u)

(
1 + iuȦt + iAt

)
+ φ′(u)

]2

=[
φ(2u)

(
1 + i2uȦt + iAt

)
+ φ′(2u)

]
.

Thus At satisfies a one parameter family of autonomous ODEs. How-
ever we will show that even one such ODE implies that A is constant.
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So pick a small non zero u. Then the term u2φ2(u) in front of (Ȧ)2 is
non zero since φ(u) is close to 1. (5.16) defines a parabola on (Ȧ, A)
plane. In fact, for fixed u, one can solve (5.16) for Ȧ(t) and obtain a
relation of the form

(5.17) Ȧ(t) = c1A(t) + c2 ±
√
c3A(t) + c4.

We now show that A is constant in two steps.
Step 1. We show that in fact the ± term in (5.17) has always a

definite sign. If c3 = 0 then this claim follows from the continuity
of Ȧ(t) (see (5.14)). Therefore we assume for the rest of Step 1 that
c3 6= 0. Replacing A by A+const if necessary we may assume that
c4 = 0 so that (5.17) takes form

(5.18) Ȧ(t) = c1A(t) + c2 ±
√
c3A(t).

We claim that one of the three cases below occurs.

(i) A ≡ 0 for all t; or

(ii) Ȧ(t) = c1A+ c2 +
√
c3A(t) and A(t) 6= 0 for all t; or

(iii) Ȧ(t) = c1A+ c2 −
√
c3A(t) and A(t) 6= 0 for all t.

Due to ergodicity, it is enough to show that one of the alternatives
(i)-(iii) occurs for all sufficiently large t. Note that due to continuity
of Ȧ (see (5.14)) the transition between two branches of (5.18) is only
possible when A = 0. Also depending on the sign of c3 we always have
either A ≥ 0 or A ≤ 0. This implies that if c2 6= 0 then A can not pass
through 0 since in the case the solution would be strictly monotone near
0 and so it would have to change sign. It remains to consider the case
c2 = 0. Since

√
|A| � |A| for |A| � 1, the solutions to Ȧ =

√
c3A+c1A

have |A| increasing near A = 0 while solutions to Ȧ = −
√
c3A + c1A

have |A| decreasing near A = 0. Therefore if A(t0) = 0 for some t0 then
either A(t) = 0 for all t ≥ t0 or Ȧ =

√
c3A + c1A for all t 6= t0. This

completes Step 1.
Step 2. A is constant. By Step 1 A satisfies an autonomous ODE

(5.19) Ȧ = f(A)

where f is a smooth function on the image of A. Namely

f(A) =


c1A+ c̄2 if c3 = 0,

0 in case (i),

c1A+ c2 +
√
c3A(t) in case (ii),

c1A+ c2 −
√
c3A(t) in case (iii)

where c̄2 = c2 +
√
c4 or c̄2 = c2 −

√
c4. (Note that the last two expres-

sions are smooth for {A 6= 0}.) Thus the solution to (5.19) should be
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monotone (or constant), since A can not pass through an equilibrium
point of f due to the uniqueness of ODE with smooth (Lipschitz) f. By
ergodicity A must be constant.

Now (5.15) shows that Φ is constant. �

The analysis in case (5.7) holds is similar. Now instead of gt we have
to work with the flow T t(x, θ) = (gtx, θ+tu). Thus we can not conclude
that c(T ) is constant since the distribution of ηt,x as x ∼ µ depends on
t. To overcome this problem we can choose a rigidity sequence Tn such
that Φ(·, lnTn) → Φ(·, θ) as n → ∞ for some θ such that Φ(·, θ) 6= 0.
Now the argument presented above shows that f can not satisfy the
temporal DLT along the sequence Tn.

6. Spatio-temporal theorems

For each of the limit properties discussed in the introduction, we gave
examples of systems which do not satisfy this property. It is therefore
of interest to consider weaker properties which apply to wider classes
of systems. One possibility is described below.

Definition 6.1. We say that (f, T t, µ) satisfy a spatio-temporal distri-
butional limit theorem if there are functions AT , BT and a non trivial
random variable Y such that

I(t, x)− AT
BT

dist−−−→
T→∞

Y when (x, t) ∼ µ× U(0, T ).

As always, I(t, x) :=
∫ T

0
f(T tx)dt. A similar definition can be made

for discrete time systems.
First, we show that the spatio-temporal DLT is weaker than the

spatial DLT. Recall that a Borel function R : R+ → R+ is called
regularly varying (of index α) if for every u > 0, R(uT )/R(u) −−−→

T→∞
uα.

It is well-known that in this case the convergence is uniform on compact
subsets of u ∈ (0,∞).

Lemma 6.2. If there is a regularly varying function R(T ) of index α

such that I(T,x)
R(T )

converges in distribution as x ∼ µ and T → ∞ then

(f, T t, µ) satisfies a spatio-temporal DLT. A similar statement holds for
discrete time.

Proof. We give a proof for flows, the case of maps is similar.
Let t = uT . For every continuous function Φ of compact support∫∫

Φ

(
I(uT, x)

R(T )

)
dµ(x)du =

∫∫
Φ

(
R(uT )

R(T )

I(uT, x)

R(uT )

)
dµ(x)du.
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Since R is regularly varying, Φ is bounded and uniformly continuous,
and I(T, x)/R(T ) is tight, the last expression equals to∫∫ [

Φ

(
uα
I(uT, x)

R(uT )

)
+ o(1)

]
dµ(x)du =

∫∫
Φu

(
I(uT, x)

R(uT )

)
dµ(x)du+o(1)

where Φu(z) = Φ(uαz). By the spatial DLT for each fixed u 6= 0,∫
Φu

(
I(uT,x)
R(uT )

)
dµ(x) converges as T → ∞ to E(Φu(Y )). Hence by the

Dominated Convergence Theorem,

lim
T→∞

∫∫
Φ

(
I(uT, x)

R(T )

)
dµ(x)du = E(Φ(UαY ))

where U is a random variable having uniform distribution on [0, 1] and
independent of Y. This completes the proof. �

Corollary 6.3. The following systems satisfy spatio-temporal DLTs:

(a) Anosov systems and Hölder continuous observables f which are not
cohomologous to a constant;

(b) Rotations by angles α and observables fa(t) = 1[0,a)({t})− a where
α is a quadratic irrational and a is rational, see §4;

(c) horocycle flows and observables satisfying the assumptions of The-
orem 5.5 (a);

(d) horocycle flows in satisfying the assumptions of Theorem 5.5 (b);.

Proof. (a) and (d) follow from Lemma 6.2. The proofs of (b) and (c)
are similar, so let us prove (b) as an example.

Split

S̃a(n, x)√
N∗

=
S̃a(n, x)− ξ(ψN∗

(x, 0))√
N∗

+
ξ(ψN

∗
(x, 0))√
N∗

Both terms here converge to N(0, σ2), where σ2 is given by (4.6), the
first term by Theorem 4.1 and the second one by the CLT for Anosov
diffeos. Moreover those terms are asymptotically independent since the
second term depends only on x but not on n while the distribution of
the first term is asymptotically independent of x. It follows that

S̃a(n, x)√
N∗

dist−−−→
T→∞

N(0, 2σ2) as (x, n) ∼ Lebesgue× U(1, N). �

7. Conclusion

In this paper we discussed four types of limit theorems for three
classical types of systems: Anosov systems, rotations, and horocycle
flows. The state of art is summarized in the table below. Here the
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second column refers to Anosov diffeomorphisms and flows with re-
spect to smooth observables, the third column refers to rotation by a
quadratic irrational with observable fa given by (4.1) with a rational,
and the remaining columns refer to horocycle flows on compact hyper-
bolic surfaces with smooth observables satisfying cases (a),(b) or (c) in
Theorem 5.5.

Anosov Irrational Horocycle Horocycle Horocycle
DLT Systems Rotations (a) (b) (c)
Spatial Yes No Unknown Yes Unlikely
Strong
temporal No Yes Yes No No
Almost sure
Temporal Yes No No Yes Yes
Spatio
-Temporal Yes Yes Yes Yes Unlikely

Let us make a few comments on this table.
Concerning the spatial DLT for horocycle integrals in case (c) we

note that the mixing of the geodesic flow implies that for large T the

distribution of
∫ T

0
f(hsx)ds is close to the distribution of Φ(y, u lnT )

as y ∼ µ. Thus the spatial DLT holds only if the distribution of Φ(·, θ)
does not depend on θ ∈ T∞. While to the best of our knowledge such
a possibility has not been ruled out, it seems quite unlikely. Similar
considerations show that a spatio-temporal DLT is unlikely in case (c).

The fact that rotations do not satisfy the spatial DLT was explained
in the introduction. However the argument given there does not rule
out that the spatial DLT holds if we discard a small subset of times.

Conjecture 7.1. Let a, α be as in Theorem 4.1. Then there is a subset
M ⊂ N of density 1 such that

Sa(n, x)√
Var(Sa(n, x))

dist−−−−−→
M3n→∞

N(0, 1) as x ∼ U(0, 1).

In fact, it is quite possible that the condition M 3 n→∞ above can
be replaced by Var(Sa(n, x)) −−−→

n→∞
∞.

We emphasize that Conjecture 7.1 pertains only to quadratic irra-
tionals. In fact, the results of [43] suggest that for typical rotation

number the growth rate of Sa(n, x) is lnn as opposed to
√

lnn for
quadratic irrationals. Moreover, for typical rotation numbers the main
contribution to growth of ergodic sums comes from the large elements of
continued fractions which prevents the spatial DLT since the statistics
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of the relevant elements of continued fractions changes from one scale
to the next. We refer the reader to [24] for comprehensive discussion
of limit theorems for toral translations in one and higher dimensions.

Giovanni Forni has told us that a similar picture is expected for
horocycle windings:

Conjecture 7.2. For every ω ∈ H1(M) there is a subset S ⊂ R of
density 1 such that

Wh(ω,~v, t)√
Var(Wh(ω,~v, t))

dist−−−−→
S3t→∞

N(0, 1) as x ∼ m.

In fact, it is quite possible that the spatial DLT holds for horocycle
windings, that is, one can take S = R.

We remark that the statements corresponding to Conjectures 7.1 and
7.2 have been proven in [11] for substitutions of modulus 1. (We refer
the reader to [52] for a temporal limit theorem in this case).

To summarize, in this paper we considered three classical models
in smooth ergodic theory from the point of view of single orbit limit
theorems. The examples presented here exhibit the great diversity of
possible scenarios. Indeed each of the systems in our table satisfies at
least one limit theorem but none satisfy all of them. We note that even
for the classical examples considered in our paper we were able obtain
new results.

In this paper we tried to keep the proofs as simple as possible in
order to illustrate the underlying ideas. Therefore we did not pursue
the most general statements possible. In particular, we considered
only rotations with eventually periodic continued fraction expansion,
and horocycle flows on compact hyperbolic surfaces. Extensions of the
temporal DLTs to a less restrictive setups are possible, and will be
given elsewhere [26, 27].

The discussion of this section shows that there are several interesting
open problems left even in the classical setting. It is also interesting
to extend our analysis to other zero entropy systems studied in [14,
24, 35, 38] etc. This demonstrates that the subject of Limit Theorems
for Deterministic Systems developed to a large extent through to the
pioneering efforts of Sinai and Ruelle is still an active research area.

Appendix A. Veech group of the cylinder suspension.

Here we prove Proposition 4.2. We do this in two steps. First we
construct many automorphisms ψ : M → M , and then we show using

the methods of [41] that they lift to automorphisms ψ̃ : M̃ → M̃ .
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A.1. The automorphisms of M .

Lemma A.1. Let Γ(q) := {A ∈ SL(2,Z) : A = I mod q}. For every
A ∈ Γ(q) there exists a linear automorphism ψ : M0 →M0 which fixes
•, ◦, and has derivative A. Necessarily, ψ|M is an automorphism of M .

Proof. Every matrix A ∈ SL(2,Z) determines an automorphism ψ :
R2/Z2 → R2/Z2 which fixes • and has derivative A: Take ψ(

(
x
y

)
+Z2) =

A
(
x
y

)
+ Z2. This automorphism fixes ◦ iff

(A.1) A

(
p/q

0

)
∈
(
p/q

0

)
+ Z2 , A−1

(
p/q

0

)
∈
(
p/q

0

)
+ Z2.

Write A =
( a b
c d

)
, A−1 =

( d −b
−c a

)
, then (A.1) holds iff ap

q
∈ p

q
+ Z,

cp
q
∈ Z, dp

q
∈ p

q
+ Z, −cp

q
∈ Z. This is equivalent to

a = 1( mod q), d = 1( mod q), c = 0( mod q).

In particular, if A ∈ Γ(q), then ψ : M0 → M0 fixes •, ◦ and has
derivative A. �

A.2. Lifting the automorphisms of M to M̃ .

Theorem A.2 (Hooper-Weiss). Let M, M̃ be as above, then every au-

tomorphism of M fixing •, ◦ lifts to an automorphism of M̃ .

Theorem A.2 can be easily deduced from general results in [41], but
we decided to include a self-contained proof for completeness. The
following proof, which uses the methods of [41], was explained to us by
Pat Hooper and Barak Weiss.

First we give a general criterion for liftability of maps of M to maps

of M̃ , and then we check this criterion for automorphisms.
Suppose ψ : M → M is a homeomorphism which fixes some point

x0, and fix some lift x̃0 ∈ M̃ . For every x̃ ∈ M̃ :

(a) Choose a smooth path γ̃x̃(t) from x̃0 to x̃;
(b) Form the curve ψ◦p◦ γ̃x̃. This is a smooth path from x0 to ψ(p(x̃));

(c) Let ψ̃(x̃) :=endpoint of the lift of ψ ◦ p ◦ γ̃x̃ to M̃ at x̃0.

If we can show that ψ̃(x̃) is independent of the choice of γ̃x̃, then it will

be a simple matter to conclude that ψ̃ : M̃ → M̃ is a continuous map

such that p ◦ ψ̃ = ψ ◦ p.
To see that this lift is invertible, we repeat the procedure for ψ−1,

to obtain a continuous map ψ̃−1 such that p ◦ ψ̃−1 = ψ−1 ◦ p. So

p ◦ ψ̃−1 ◦ ψ̃ = p, whence for every x̃ ∈ M̃ there is a k(x̃) ∈ Z such

that (ψ̃−1 ◦ ψ̃)(x̃) = Dk(x̃)(x), where D is a a generator for the group of
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deck transformations. Since ψ̃−1 ◦ ψ̃ is continuous and M̃ is connected,

k = const. It follows that D−k ◦ ψ̃−1 is the inverse of ψ̃.
This general discussion reduces the problem of lifting ψ : M →M to

a map on M̃ to checking that the endpoint of the the lift of ψ ◦p◦ γ̃x̃ to

M̃ at x̃0 is independent of the choice of γ̃x̃. Here is an obvious necessary
and sufficient condition:

Liftability criterion: Let γ be a closed smooth loop in M which lifts

to a closed loop in M̃ , then ψ ◦ γ, ψ−1 ◦ γ lift to closed loops in M̃ .

Let α, β denote the linear segments on M connecting • to ◦ with
parameterizations α(t) =

(
t
1

)
(0 < t < p/q) , β(t) =

(
t
1

)
(p/q < t < 1).

We call a smooth path γ on M proper, if it intersects α, β at most
finitely many times, and all these intersections (if any) are transverse.

For such paths we can define the intersection numbers i(α, γ), i(β, γ)
which count the points in γ∩α (resp. γ∩β) with signs +,− according
to the orientation of the ordered pair 〈α′, γ′〉 (resp. 〈β′, γ′〉).

Lemma A.3. A closed proper path γ on M lifts to a closed path on M̃
iff

(q − p) · i(γ, α)− p · i(γ, β) = 0

Proof. Let γ be a closed proper path on M , and γ̃ its lift to M̃ . Let
t1 < · · · < tN denote the times γ intersects α ∪ β. Let σi denote the
sign of the intersection of γ, α ∪ β at time ti.

Every intersection with α increases the index of the square containing
γ̃(ti) by σi(q−p). Every intersection of γ with β decreases the index of
the square containing γ̃(ti) by σip. The lifted loop closes iff the total
change is zero. �

Lemma A.4. Let H1(M0, P,Z) be the relative homology group, where
P = {•, ◦}. Let ω denote a (non-closed!) smooth path connecting •
and ◦ (e.g. α, β).

(a) For all proper loops γ in M , i(ω, γ) only depends on the homology
classes [[ω[], [[γ[] ∈ H1(M0, P,Z).

(b) i(·, ·) is bilinear on H1(M0, P,Z)×H1(M0, P,Z).
(c) If ψ : M0 →M0 is a diffeomorphism which fixes •, ◦ and γ, ψ±1 ◦ γ

are proper, then i(ψ±1◦ω, ψ±1◦γ) = ±σ · i(ω, γ) where σ = 1 when
ψ preserves orientation, and σ = −1 if it doesn’t.

Proof. We think of M0 as of a simplicial complex. Form the space
M∗ := M0 ] CP where CP is a cone over P . In our case this means
that we attach to M a path from • to ◦ which does not intersect M .
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Then α is a part of a loop α∗ in M∗ and for every proper path γ ⊂M ,
i(α, γ) = i(α∗, γ).

Denote the homology classes in H1(M∗,Z) by [[·]]. By [56], page 43,
i(α∗, γ) only depends on the (absolute) homology classes [α∗], [γ] ∈
H1(M∗,Z). By [56], page 13, these classes only depend on the relative
homology classes [[α]], [[γ]] ∈ H1(M0, P,Z). This proves part (a). Parts
(b) and (c) are immediate. �

Lemma A.5. Suppose ψ : M0 → M0 is an automorphism which fixes
•, ◦, and let ψ∗ : H1(M0, P,Z) → H1(M0, P,Z) denote the homomor-
phism it induces. Let

[[ω]] := q(q − p)[[α]]− pq[[β[] ∈ H1(M0, P,Z),

then there are 0 6= m,n ∈ Z such that m · ψ∗[[ω]] = n · [[ω]].

Proof. The holonomy of a smooth path γ in M is defined to be the
vector hol(γ) =

(
holx(γ)
holy(γ)

)
∈ R2 given by

hol(γ) := endpoint(γ̃)− beginning(γ̃)

for some (any) lift γ̃ of γ to R2.
Two homotopic paths have the same holonomy. Therefore, hol de-

fines a homomorphism π1(M,x0) → Z. Since Z is abelian, hol(γ)
defines a homomorphism hol : H1(M,Z)→ Z.

We now work in simplicial homology. If [[γ]] ∈ H1(M0, P,Z) equals
zero, then γ = ∂c + cp where c is a finite linear combination of 2-cells
in M and cp is zero or a finite linear combination of 1-cells in P . Since
P = {•, ◦}, there are no 1-cells in P , so cp = 0 and γ is homologous to

zero. So hol(γ) = ~0. We see that [[γ]] = 0 implies that hol(γ) = ~0.
It follows that hol determines a homomorphism hol : H1(M0, P,Z)→

Q. The range of values is Q, because absolute cycles in M0 have integral
holonomies, and paths connecting • to ◦ have rational holonomies.

Calculating, we find that hol([[ω]]) = (q − p) · p
q
~e1 − p · q−p

q
~e1 = ~0,

and hol(ψ∗[[ω]]) = dψ
(
hol([[ω]])

)
= ~0 (here we use the fact that ψ has

constant derivative). Thus

[[ω]], ψ∗[[ω]] ∈ W := {[[γ]] ∈ H1(M0, P,Z) : hol([[γ]]) = ~0}.

The plan now is to show that W spans a one-dimensional linear vector
space over Q. This implies that ∃m,n ∈ Z\{0} s.t. m · [[ω]] = n ·ψ∗[[ω]].

Step 1. ∃[[γ1]], [[γ2]], [[γ3]] s.t. H1(M0, P,Z) = spanZ{[[γ1]], [[γ2]], [[γ3]]}.

Proof. The long exact sequence for relative homology states the exis-
tence of homomorphisms a, b, c, d such that the following sequence is
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exact ([56], page 13):

· · · → H1(P ) −→ H1(M0)
a−→ H1(M0, P )

b−→ H0(P )
c−→ H0(M0)

d−→ H0(M0, P )

In our case H1(P ) = 0, H1(M0) = H1(T2) = Z2, H0(P ) = Z2,
H0(M0) = Z, and H0(M0, P ) = 0 (see e.g. [56] pages 3, 4, 12, 39),
so

0→ Z2 a−→ H1(M0, P )
b−→ Z2 c−→ Z d−→ 0 is exact.

We now chase arrows. Since ker(d) = Z, c : Z2 → Z is onto, so
ker(c) ∼= Z. So Im(b) ∼= Z. Choose [[γ1]] ∈ H1(M0, P ) such that b[[γ1]]
generates Im(b). Next by exactness, a : Z2 → H1(M0, P ) is one-to-one
so there are [[γ2]], [[γ3]] ∈ H1(M0, P ) which generate Im(a) = ker(b).

For every [[ξ]] ∈ H1(M0, P,Z) there is k ∈ Z s.t. b[[ξ]] = k · b[[γ1]]. So
[[ξ]]−k·[[γ1]] ∈ ker(b) = spanZ{[[γ2]], [[γ3]]}, whence [[ξ]] ∈ spanZ{[[γ1]], [[γ2]], [[γ3]]}.
Since [[ξ]] was arbitrary, the step is proved.

Step 2. dim spanQ{hol([[γ1]]), hol([[γ2]]), hol([[γ3]])} = 2.

Proof. By step 1, spanZ{hol([[γ1]]), hol([[γ2]]), hol([[γ3]])} = hol(H1(M0, P,Z)).
The last set can be easily seen to equal Z2, so it contains two vectors
which are linearly independent over Z, whence also over Q.

Step 3. Completion of the proof.

By step 1, every [[γ]] ∈ W equals
∑3

i=1 ai[[γi]] for some ai ∈ Z which
solve

a1holx([[γ1]]) + a2holx([[γ2]]) + a3holx([[γ3]]) = 0

a1holy([[γ1]]) + a2holy([[γ2]]) + a3holy([[γ3]]) = 0

This is a system of linear equations with rational coefficients. By step
2, the rank is two. So the space of solutions over Q is one-dimensional
over Q. In particular, [[ω]] =

∑3
i=1 ai[[γi]] and ψ∗[[ω]] =

∑3
i=1 bi[[γi]]

where (a1, a2, a3) and (b1, b2, b3) are linearly dependent over Q, and
∃m,n ∈ Z \ {0} s.t. m · [[ω]] = n · ψ∗[[ω]]. �

Proof of Theorem A.2. We check the liftability criterion: Let γ be a

smooth loop in M , and suppose γ lifts to a closed loop in M̃ . We show

that ψ±1 ◦ γ lift to closed loops in M̃ . Obviously this property only
depends on the homotopy class of γ, so there is no loss of generality in
assuming that γ, ψ ◦ γ, and ψ−1 ◦ γ are proper.

Since γ lifts to a closed loop in M̃ , i([[ω]], [[γ]]) = 0 (Lemma A.3).
Thus by Lemma A.4(c),

i(ψ∗[[ω]], [[ψ ◦ γ]]) = i([[ψ ◦ ω]], [[ψ ◦ γ]]) = ±i([[ω]], [[γ]]) = 0.
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By Lemma A.5, there are m,n ∈ Z \ {0} s.t. mψ∗[[ω]] = n[[ω]], so

0 = m · i(ψ∗[[ω]], [[ψ ◦ γ]]) = i(m · ψ∗[[ω]], [[ψ ◦ γ]]) = i(n · [[ω]], [[ψ ◦ γ]])

= n · i([[ω]], [[ψ ◦ γ]]), whence i([[ω]], [[ψ ◦ γ]]) = 0.

Since i([[ω]], [[ψ ◦γ]]) = 0, ψ ◦γ lifts to a closed loop in M̃ (Lemma A.3).

A similar argument shows that ψ−1 ◦ γ lifts to a closed loop in M̃ as
well.

We see that ψ satisfies the liftability criterion. By the discussion at

the beginning of the section, ψ has an invertible continuous lift to M̃ .
�

Appendix B. Maximal growth

To prove Theorem 5.9 we need the following fact.

Proposition B.1.

(a) If 0 < a < ||ω||s then there is T0 such that for T ≥ T0 there exists
~v such that Wg(ω,~v, T ) > aT.

(b) If ||ω||s < a then there is T0 such that for T ≥ T0 for all ~v we have
Wg(ω,~v, T ) < aT.

(c) If 0 < a < ||ω||s then there is T0 such that for T ≥ T0 there exists
~v such that Wg(ω,~v, T ) < −aT.

(d) If ||ω||s < a then there is T0 such that for T ≥ T0 for all ~v we have
Wg(ω,~v, T ) > −aT.

Proof. This proposition is well known but we sketch the proof to make
the paper self contained.

(a) Fix ε > 0. By the definition of the stable norm there is a finite
set of closed curves γ1, γ2, . . . , γm such that

m∑
j=1

rjlength(γj) = 1 and
m∑
j=1

rjω(γj) ≥ ||ω||s − ε.

Since geodesics minimize length in its homotopy class, we may assume,
increasing rj if necessary, that γj are geodesics. Using the specification
property of geodesic flow we see that there are numbers n0 and L such
that for each T there are numbers tj and geodesic Γ of length T such
that denoting nj = [Trj] we have

d(Γ(tj + t), γj(t)) ≤ 1 for t ∈ [0, nj − n0], and |tj −
j−1∑
i=1

ni| ≤ L.
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By convexity ∫
Γ

ω =
∑
j

njω(γj) +O(1).

Since ∑
j

njω(γj) = T
∑
j

rjω(γj) +O(1)

part (a) follows.
(b) Assume by contradiction that for every T0 there are T > T0 and

~v s.t. Wg(ω,~v, T ) ≥ aT . Let Γ̃ := {gt(~v}0<t<T , then
∫

Γ̃
ω ≥ aT . By

Anosov’s Closing Lemma there is a closed geodesic Γ with |
∫

Γ
ω−

∫
Γ̃
ω|

bounded by a constant independent of T and ~v. Thus if T is sufficiently
large then ω([Γ]/length(Γ)) ≥ a > ||ω||s giving a contradiction.

Parts (c),(d) follow from parts (a),(b) by substituting −~v for ~v. �

Proof of Theorem 5.9. Given T > 0, 0 < t < T , let ~w := −ht/TglnT~v,
then we have by (5.4)

(B.1) Wh(ω,~v, t) =Wg(ω,~v, lnT ) +Wg(ω, ~w, lnT ) +O(1).

Let us assume to fix our notation thatWg(ω,~v, lnT ) ≥ 0. By Propo-
sition B.1(c) for each ε, if T is sufficiently large then we can find
~u ∈ T 1M such that

(B.2) Wg(ω, ~u, lnT ) ≤ −(||ω||s − ε) lnT.

The vector −~u does not need to belong to Hor(glnT~v), but since our
surface is compact, there exists L such that

(B.3) ∃t ∈ [0, 1], t̃ ∈ [−L,L], and r ∈ [−L,L] s.t. ~u = h̃t̃gr ~w

where ~w = ht(−glnT~v) and h̃ denotes the stable horocycle flow.
To show (B.3) it suffices to find L̃ such that every pair ~u,~v can be

joined by a three leg path consisting of orbits of g, h and h̃ respec-
tively so that each leg is shorter that L̃. To see this represent T 1M by
T 1F where F is a compact subset of PSL(2,R) and use the NAN−

decomposition. Now apply the geodesic flow to shorten the stable leg.
(B.3) shows that

Wg(ω, ~w, lnT ) =Wg(ω, ~u, lnT ) +O(1).

Thus (B.2) tells us that the lim inf in (5.9) is greater than ||ω||s − ε.
Since ε is arbitrary, (5.9) follows.

To prove (5.10) it remains to bound

lim sup
T→∞

max
t≤T

|Wh(ω,~v, t)|
lnT

.
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By Ergodic Theorem for almost all ~v, lim
T→∞

Wg(ω,~v, lnT )

lnT
= 0. Thus

by (B.1)

lim sup
T→∞

max
t≤T

|Wh(ω,~v, t)|
lnT

= lim sup
|Wg(ω, ~w, lnT )|

lnT

which is less than ||ω||s by parts (a) and (c) of Proposition B.1. �
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