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Abstract. Consider a one parameter family of diffeomorphisms
fε such that f0 is an Anosov element in a standard abelian Anosov
action having sufficiently strong mixing properties. Let νε be any
u-Gibbs state for fε. We prove (Theorem 1) that if A is a C∞

function then the map A → νε(A) is differentiable at ε = 0. This
implies (Corollary 1) that the difference of Birkhoff averages of the
perturbed and unperturbed systems is proportional to ε. We apply
this result (Corollary 3) to show that if f0 is a time one map of
geodesic flow on a unit tangent bundle over a surface of negative
curvature then a generic perturbation has a unique SRB measure
with good statistical properties.

1. Introduction

This paper deals with the question of stability of stochastic behavior.
Let us make few definitions. Let f be a smooth diffeomorphism of a
smooth compact manifold M and let µ be an f -invariant measure.
Define its basin as

B(µ) = {x : ∀A ∈ C(M) lim
n→+∞

1

n

n−1∑

j=0

A(f jx) = µ(A)}.

Call µ an SRB measure if the Lebesgue measure of its basin is positive.
The question of the existence of SRB measures and their dependence
on parameters is one of the central questions in smooth ergodic theory.
So far the only situation where this question is well understood is uni-
formly hyperbolic systems. Namely if the system satisfies a no-cycle
condition (which prevents the phase portrait of the system from explo-
sion) then it has a finite number of SRB states [55, 9] which depend
continuously and even smoothly on f [3, 18, 31, 32, 48].

In the recent decades a lot of research was devoted to extension of
this result beyond uniform hyperbolicity. Here the main directions of
research are non-uniform hyperbolicity [41, 42, 60] and partial hyper-
bolicity [14, 28, 15, 57].
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In [30] Jakobson proved the first result about the stability of SRB
measures for non-uniformly hyperbolic systems. Namely, he proved
that in the quadratic family fa(x) = 1−ax2 there is a positive measure
set of parameters near a = 2 such that fa has an SRB measure which is
absolutely continuous with respect to the Lebesgue measure. By now
this result was generalized to a large class of non-uniformly hyperbolic
systems (see reviews [25, 37, 57, 61]). In particular, it is known that one
can choose a large set of parameters A such that the map a→ µSRB(fa)
is continuous on A, however it is essential to discard some parameters to
get continuity (see [56]). Similar results are expected to hold in higher
dimensional situations. In particular, one should expect discontinuous
behavior of SRB measures in the Newhouse domain (see [39, 40, 57]
for more discussion of this subject).

Another important development was [26] where the stable ergodicity
of the time one map of the geodesic flow on a surface of constant
negative curvature was proved (in other words, [26] shows that for
small volume preserving perturbations of the time one map the volume
is the only SRB measure). Currently this result is extended for a
large class of partially hyperbolic systems (see [15] for a survey).This
result demonstrated that for partially hyperbolic systems much better
continuity properties can be expected. In fact, in [58, 1, 5, 21] several
open sets of partially hyperbolic systems were constructed such that
each diffeomorphism has a unique SRB measure and the dependence
of this measure on parameters is continuous.

This paper is devoted to differentiability of SRB measures for par-
tially hyperbolic systems. The question of differentiability plays impor-
tant role in averaging, rigidity theory and statistical physics ([35, 31,
8, 50]) but not much is known beyond the uniformly hyperbolic case
(in [17, 6] very interesting results about the differentiability of SRB
measures for uniformly hyperbolic systems with singularities were ob-
tained). In [48, 51] some explicit formulas for derivatives of SRB mea-
sures were proposed which should hold for a large class of dynamical
systems, however the question of their applicability remains open.

Here we present a new method to prove differentiability. We illus-
trate this method on the example of abelian Anosov actions. Recall
that an Anosov action is a partially hyperbolic system whose central di-
rections is spanned by a symmetry group of the system. For an abelian
action the symmetry group is abelian. (See Section 2 for more precise
definitions and some examples.) We note, however, that nothing in our
approach depends on a particular structure of abelian Anosov actions
so it seems possible to extend our results to a more general setting.
We restrict our attention to abelian Anosov actions because abelian
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Anosov actions is one of the best studied classes of higher dimensional
dynamical systems (because harmonic analysis provides us with effec-
tive tools to investigate their properties). For this reason we quite
often can verify the conditions of our theorem for abelian Anosov ac-
tions. For other classes of systems, much less is known concerning the
estimates needed for our approach to work, even though it is believed
that they could be satisfied quite often.

It turns out more convenient to study differentiability properties of
u-Gibbs states rather than SRB measures. To define those recall that
a quite natural approach to constructing SRB measures is to study the
iterations of the Lebesgue measure. For partially hyperbolic systems
the image of any domain becomes elongated in the unstable directions.
This implies ([43]) that the limiting measure should be absolutely con-
tinuous with respect to the unstable foliation (that is any set inter-
secting any unstable leaf by a set of zero Lebesgue leaf measure itself
has measure zero) but it can be singular in the transverse direction.
Invariant measures which are absolutely continuous with respect to
the unstable foliation are called u-Gibbs states. U-Gibbs states always
exist (in fact any limit point of Birkhoff averages of the Lebesgue mea-
sure is u-Gibbs), see [43]. Also, if µj are u-Gibbs for fj and fj → f in
C2-topology and µj → µ weakly then µ is u-Gibbs for f. Since these
existence and continuity results fail for SRB measures the question of
dependence on parameters might be easier for u-Gibbs states than for
SRBs. The relation between u-Gibbs states and SRB measures is the
following. If there is unique u-Gibbs state then it is also SRB measure.
However if there are several u-Gibbs states then SRB measure need not
exist and even if it does exist there might be extra u-Gibbs states which
are not SRB. Therefore, in general, there are more u-Gibbs states than
SRB measures. For this reason it is usually very difficult to prove the
uniqueness of the u-Gibbs state. To get around this problem we do
the following. Consider an one parameter family fε of diffeomorphisms
such that f0 is an Anosov element in an abelian Anosov action and let
νε be any u-Gibbs state for fε. We then ask if the map ε → νε(A) is
differentiable at ε = 0 for sufficiently smooth functions A. Now follow-
ing [48, 51] we can write down a formal expression for the derivative
in terms of an infinite series of correlation functions. Our main result
(Theorem 1) states that under the conditions needed to ensure the con-
vergence of this formal series the sum indeed is the actual value of the
derivative. This implies via results of [22] some non-trivial bounds for
Birkhoff averages of the perturbed system for Lebesgue almost every
point. See Section 2 for the proof of the main theorem.
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The main difference between our approach and the previous work on
differentiability [3, 4, 17, 18, 31, 32, 48, 6] is that we do not make any
assumptions on the dynamics of the perturbed system. This extends
greatly the range of applicability of our method. Also it allows proving
Jakobson type results for partially hyperbolic systems. We illustrate
this last point in Section 3 which deals with the question of existence
of SRB measures for perturbed dynamics. Our setting is the following.
Recently [54] considered the simplest example of an Anosov action of
Z × T1– a skew T1–extension of an Anosov diffeomorphisms of T2 and
showed that small perturbations of these examples could lead to an
open set of Bernoulli diffeomorphisms with non-zero Lyapunov expo-
nents. This bifurcation is quite interesting since, among other things,
it leads to explicit constructions of diffeomorphisms with many remark-
able properties such as non-absolutely continuous central foliation or
hyperbolic diffeomorphisms with countably many ergodic components
etc. Here we consider the same bifurcation for the time one map of the
geodesic flow on the unit circle bundle over a negatively curved sur-
face. We show that our result implies that the diffeomorphisms with the
properties described above appear in a generic one-parameter family of
volume preserving diffeomorphisms passing through f. Also, using the
results of [21] we show that generic perturbations lead to exponentially
mixing diffeomorphisms satisfying the Central Limit Theorem. If the
perturbations are not required to preserve the volume we show that
generically there is only one SRB state after the perturbation and its
basin covers all M up to a set of measure 0. An important ingredient of
our approach is a second order expansion of the central Lyapunov expo-
nent. Recently I received a preprint of David Ruelle ([52]) who obtains
a similar expansion for the perturbation of the original Shub-Wilkinson
example but he does not consider dissipative perturbations.

Let us finish with a note concerning the notation. In the proofs
below K,C,C1, C2 etc. stand for positive constants and α, γ, λ, θ stand
for constants between 0 and 1. The precise value of constants without
subscripts may change from entry to entry. Also, if α ≥ 0 and c are
constants, we write LHS ∼ cǫα to mean LHS − cεα = o(εα).

2. Differentiation of u-Gibbs states.

2.1. Preliminaries. Here we recall some facts about partially hyper-
bolic systems.

Let M be a C∞ compact Riemannian manifold and f : M → M be
a C∞ partially hyperbolic diffeomorphism. This means that there are
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constants C > 0 and λ1, λ2 < 1 and a df–invariant splitting

TM = Eu ⊕ Ec ⊕ Es

such that

(1) ∀v ∈ Es ∀n > 0 ||dfn(v)|| ≤ Cλn
1 ||v||;

(2) ∀v ∈ Eu ∀n > 0 ||df−n(v)|| ≤ Cλn
1 ||v|| and

(3) ∀x ||dfn|Es||(x)
||(dfn|Ec)−1||−1(x)

≤ Cλn
2 ;

(4) ∀x ||dfn|Ec||(x)
||(dfn|Eu)−1||−1(x)

≤ Cλn
2 .

By [28], Theorem 4.1 there exists a continuous foliation with smooth
leaves W u called the unstable foliation which is tangent to Eu (the same
is true for Es but we will not use this in this section).

Let du = dim(Eu), d = dim(Ec). Denote Ecs = Ec ⊕ Es, Ecu =
Ec ⊕ Eu. We assume that Ec is tangent to the orbits of a C∞ action
of Rd, gt : M →M such that fgt = gtf. We call gt an abelian Anosov
action and f an Anosov element of this action. We refer to [33, 34] for
general discussion of abelian Anosov actions. Let {el}d

l=1 be a standard
frame in Rd. Denote

el(x) =

([
dg

dt
(x)

]
|t=0

)
el.

Note that the definition of partial hyperbolicity is independent of the
choice of Riemannian metric and we can choose a metric such that {el}
is orthonormal. Then (df |Ec) is an isometry. Also, if v ∈ Es then the
equality

(dfn)(dgtv) = (dgt)(df
nv)

shows that dgtv ∈ Es. Thus gt preserves Es. Likewise it preserves Eu.
Hence all the distributions Es, Ec and Eu are smooth along the orbits
of g. However the transverse regularity of Eu and Es is only Holder,
that is, the functions x → Es(x) and x → Eu(x) are only Holder
continuous. (See [44] for the discussion of the optimal regularity of
these distributions.)

Requiring that {el} is orthonormal does not specify the metric com-
pletely. In fact, one can further modify the metric to make it adapted,
that is, arrange that (1)–(4) hold with C = 1, possibly at the expense



6 DMITRY DOLGOPYAT

of replacing λ1 and λ2 by slightly larger numbers. (One way to do this
is to consider

||v||new =
N−1∑

j=0

||df jv||

for sufficiently large N.) We shall assume that the metric is adapted
since it simplifies the proofs below.

We assume that f has a unique SRB measure ν whose basin has
total Lebesgue measure. Since x ∈ B(ν) implies that gtx ∈ B(gtν) and
gt preserves Lebesgue measure class it follows that ν is gt invariant.

Moreover, we assume that f is rapidly mixing. This means the fol-
lowing. Let α be a positive constant. Let Cα

k (M) be the space of func-
tions A such that for all x ∈ M, the function t → A(gtx) ∈ Ck(Rd)

and [∂j
t (A(gtx))]|t=0 ∈ Cα(M) for 0 ≤ |j| ≤ k. Here j is a multiindex

(j1, j2 . . . jd) and ∂j
t = ∂jd

td
. . . ∂j1

t1 , |j| =
∑d

k=1 jk. Denote

||A||Cα
k
(M) = max

o≤|j|≤k

∥∥[∂j
t (A(gtx))

]
t=0

∥∥
Cα(M)

.

Fix positive constants r, C1, α1. Call a set S ⊂ W u (r, C1, α1)–
regular if diam(S) ≤ r and mes(∂εS) < C1ε

α1 where ∂εS = {y ∈ S :
dist(y, ∂S) < ε}. Let ρ be a probability density on S. Let ℓS,ρ denote
the probability measure defined for A ∈ C(M) by

ℓS,ρ(A) =

∫

S

ρ(x)A(x)dx.

Call f rapidly mixing if ∀α > 0 ∀r, C1, α1, α2 ∀m there exist constants k
and C = C(m, r, C1, α, α1, α2) such that for any (r, C1, α1)–regular set
S, for any probability density ρ ∈ Cα2(S), for any function A ∈ Cα

k (M),
the following inequality holds

(5)
∣∣ℓS,ρ(A ◦ fN) − ν(A)

∣∣ ≤ C(m)||A||Cα
k (M)||ρ||Cα2(S)N

−m.

The condition that ρ is a density is needed only to ensure that ℓS,ρ

is a probability measure. If ρ is any non-negative Holder continuous
function on S which is not identically zero, denote ρ̄ = ρ/ℓS,ρ(1). Then
ℓS,ρ̄ is a probability measure and ||ρ̄||Cα2(S) = ||ρ||Cα2(S)/ℓS,ρ(1). Hence
one obtains from (5)

ℓS,ρ(A ◦ fN) = ℓS,ρ(1)ℓS,ρ̄(A ◦ fN) =

(6) ν(A)ℓS,ρ(1) +O
(
||A||Cα

k (M)||ρ||Cα2(S)N
−m
)
.

Now any real valued Holder function can be represented as a difference
of two non-negative Holder functions (e.g. ρ = max(ρ, 0)−max(−ρ, 0)).
Thus (6) holds for an arbitrary Holder function.
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Let fε : [−ε0, ε0]×M → M be a C∞ one-parameter family of diffeo-
morphisms such that f = f0 is an Anosov element in an abelian Anosov
action (note that we do not require fε to be Anosov elements of any
action for ε 6= 0). Then by [28], Theorem 2.15, for small ε the diffeo-
morphism fε is partially hyperbolic and its unstable foliation W u(fε)
is close to W u(f). (We note that Theorems 7.1 and 7.2 of [28] imply
that for small ε the distribution Ec(fε) is uniquely integrable so there is
a foliation W c(fε) with smooth leaves tangent to Ec(fε). However the
transverse smoothness of Wc(fε) can be quite bad. In particular, [54]
gives an example of a perturbation where Wc(fε) is absolutely singular
for small ε 6= 0, that is, there exists a set Ωε of total Lebesgue measure
intersecting each leaf of W c(fε) by a set of zero leaf measure (see [53]
for more discussion of this phenomenon). For this reason we will not
use the unique integrability of Ec(fε) in our analysis.)

We want to study the u-Gibbs measures for fε. Recall that if g : M →
M is a partially hyperbolic diffeomorphism than u-Gibbs measures are
defined as follows. Call (S, ρ) (r, C1, C2, α1, α2) regular pair if S is a
(r, C1, α1) regular set, ρ is a probability density on S and ||ρ||Cα2(S) ≤
C2. Let E(r, C1, C2, α1, α2) denote the set of measures {ℓS,ρ} where
(S, ρ) are (r, C1, C2, α1, α2) regular pairs. Let Ē(r, C1, C2, α1, α2) de-
note the closure of the convex hull of E(r, C1, C2, α1, α2). Denote by
Ēinv(r, C1, C2, α1, α2) the set of g invariant elements of Ē(r, C1, C2, α1, α2).
A g-invariant measure µ is called u-Gibbs state if there are constants
r, C1, C2, α1, α2 such that

µ ∈ Ēinv(r, C1, C2, α1, α2).

Some technical properties of u-Gibbs measures are collected in Appen-
dix A. We note that the a priori estimates on the regularity of u-Gibbs
states given in Proposition 8 are crucial for our method.

Our interest in u-Gibbs states comes from the following.
If Φn(x) is a family of measurable functions let ess lim supn→∞ Φn(x)

denote the infimum of all c such that the set lim supn→∞ Φn(x) > c has
zero Lebesgue measure. Define ess lim inf similarly.

Proposition 1. ([22], Proposition 11) Let g : M → M be a partially
hyperbolic diffeomorphism.

(a) For all A ∈ C(M)

[ess lim inf
1

N

N∑

n=1

A(gnx), ess lim sup
1

N

N∑

n=1

A(gnx)] ⊂ [inf µ(A), supµ(A)]

where inf and sup are taken over a set of all u-Gibbs measures.
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(b) In particular, if g has a unique u-Gibbs state µ then µ is an SRB
state and B(µ) has total Lebesgue measure in M.

2.2. Statement of the results. Let f be an Anosov element in an
abelian Anosov action. Let V Cα

k (M) denote the set of the vector fields
on M which are Ck along the orbits of gt and the derivatives are α-
Holder. Define || · ||V Cα

k (M) similarly to || · ||Cα
k (M). Let Cα

1,k(M) be the
space of functions such that for any V Cα

k – vectorfield v the function
∂vA ∈ Cα

k (M). Let

||A||Cα
1,k

= sup
||v||V Cα

k
≤1

||∂vA||Cα
k

+ sup
x∈M

|A(x)|.

Our main result is the following.

Theorem 1. Let fε be a C∞ one parameter family of diffeomorphisms
such that f = f0 is a rapidly mixing Anosov element in an abelian
Anosov action. Let ν be its u-Gibbs state (observe that by (5) the SRB
measure is the only u-Gibbs state of f). Fix α > 0. Then there exist k0

and a linear functional ω : Cα
1,k0

(M) → R such that if νε is any u-Gibbs
state for fε and A ∈ Cα

1,k0
(M) then

(7) νε(A) − ν(A) = εω(A) + o
(
ε||A||Cα

1,k0
(M)

)
.

Applying the results of [22] we obtain the following consequence.

Corollary 1. Under the condition of Theorem 1 the following state-
ments hold for all functions A ∈ Cα

1,k0

(a) lim
ε→0

ess lim supn→+∞

∣∣∣ 1n
∑n−1

j=0 A(f j
εx) − ν(A) − εω(A)

∣∣∣
ε

= 0.

(b) Let nε → ∞ so that nεε
2 → c where c ≥ 0 is a constant. Let x be

chosen uniformly with respect to the Lebesgue measure on M. Then for
all functions A ∈ Cα

1,k0
(M) such that ν(A) = 0

∑nε−1
j=0 A(f j

εx)√
nε

converges weakly to a Gaussian random variable with mean cω(A) and
variance

D(A) =

∞∑

j=−∞

ν((A ◦ f j)A).

In the next subsection we give some examples of systems satisfying
the assumptions of Theorem 1. Subsection 2.4 describes the plan of the
proof. The proof itself is carried out in subsections 2.5–2.8. Subsection
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2.9 contains the proof of Corollary 1. Subsection 2.10 discusses the
formula for the derivative in the case when the invariant foliations
are smooth. An application of Theorem 1 to estimation of Lyapunov
exponents is given in Section 3.

2.3. Examples. Here we give some examples where our theorem ap-
plies. We refer to [33, 34] for a general discussion of Anosov actions.

(A) f is an Anosov diffeomorphism (Ec = 0 so that Cα
1,k(M) =

C1+α(M)). In this case Theorem 1 is known, see [31, 32].
(B) f is a Td extension of an Anosov diffeomorphism. In this case

M = N × Td and f(x, y) = (h(x), y + τ(x)), where h : N → N is
an Anosov diffeomorphism and τ ∈ C∞(N,Td). In this case gt(x, y) =
(x, y+t). By [20] a generic extension is rapidly mixing. (Corollary 6.5 of
[20] gives (5) for S coming from Markov partition and [22], Proposition
4 extends it to arbitrary regular S. See also Appendix A of the present
paper.)

This class can be used to explain why the assumptions of Theorem
1 could not be simplified. Consider M = T4 = T2 × T × T and let

(8) f(x, y1, y2) = (h(x), y1 + α1τ(x), y2 + α2τ(x))

where h is an Anosov diffeomorphism. Suppose that τ(x) is not coho-
mologous to constant. Recall the criterion for rapid mixing for skew
extensions. Let W = (x0, x1, . . . xn−1, xn = x0) be a closed chain such
that xj+1 ∈ W u(xj , h)

⋃
W s(xj, h). Then for any y ∈ T2 there ex-

ists unique chain ((x0, y0), (x1, y1) . . . (xn, yn)) such that y0 = y and
(xj+1, yj+1) ∈W ∗((xj , yj), f) if xj+1 ∈W ∗(xj , h). However this chain is
not closed, namely there is a vector g(W ) such that yn = y0+g(W ). Let
Γt(l1, l2) denote the set {g(W )} for all chains W such that the number
of legs n(W ) ≤ l1 and for all j dW ∗(xj+1, xj) ≤ l2. Then ([20], Section
4) f is rapidly mixing if and only if Γt(l1, l2) is Diophantine for large
(l1, l2), that is there are constants D, σ such that for each k ∈ Zd − 0
there exists g ∈ Γt(l1, l2) such that

|exp (2πi(k, g)) − 1| > D

||k||σ .

Let us apply this to our example (8). By the results of ([16], Sections 9
and 12) the fact that τ(x) is not cohomologous to constant implies that
Γt(l1, l2) is a set {s(α1, α2)}|s|≤a(l1,l2) (note that Γt(l1, l2) is symmetric
about the origin since g((xn, xn−1, . . . x1, x0)) = −g((x0, x1, . . . xn−1, xn))).
Thus Γt(l1, l2) is Diophantine if for each non-zero pair (k1, k2) ∈ Z2

dist({(k1α1 + k2α2)s}|s|≤a(l1,l2),Z) ≥ D||k||−σ.
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But this holds if and only if

|k1α1 + k2α2| ≥
D

a(l1, l2)||k||σ
.

Thus f is rapidly mixing if and only if α1

α2
is Diophantine.

Consider the following one parameter family

(9) fε(x, y1, y2) = (g(x), y1 + (α1 + ε)τ(x), y2 + α2τ(x)).

The following results are established in [13]. If α1+ε
α2

= m1

m2
∈ Q then

the ergodic u-Gibbs states are Lebesgue measures on T2× (a leaf of
{y1 + m1s, y2 + m2s}). Since each of those has zero measure basin of
attraction, it follows that fε has no SRB states. On the other hand if
α1+ε
α2

6∈ Q then the Lebesgue measure is the only u-Gibbs state which is
therefore SRB. If fε satisfied the conclusion of Theorem 1, then since
Lebesgue measure is a common u-Gibbs state for all fε, we would have
ω ≡ 0. Now let α1+ε

α2
= m1

m2
,

A(x, y) = a(x) exp[2πi(k1y1 + k2y2)].

Let µε be an ergodic u-Gibbs state. Then

∣∣∣∣
∫
A(x, y)dµε

∣∣∣∣ =

{∣∣∫ a(x)dx
∣∣ if k1m1 + k2m2 = 0,

0 otherwise.

Decomposing arbitrary function on T4 as

A(x, y) =
∑

k1,k2

ak1,k2(x) exp[2πi(k1y1 + k2y2)]

one easily checks the following facts for the family (9)

(1) If α1

α2
is Diophantine then for each k ∈ N, for A ∈ Ck(T4)

νε(A) −
∫
Adxdy = O(εNk||A||Ck(T4))

where Nk → ∞ as k → ∞.
(2) Given k ∈ N there are Diophantine (α1, α2) and sequences {εj}

such that
α1+εj

α2
=

m1,j

m2,j
, εj → 0, and Aj(x, y) = exp[2πi(m2,jy1−

m1,jy2)] such that

lim inf
j→∞

|νεj
(Aj) −

∫
Ajdxdy|

|εj|||Aj||Ck(T4)

> 0
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(3) If α1

α2
is not Diophantine than there exist sequences {εj} such

that
α1+εj

α2
=

m1,j

m2,j
, εj → 0, and Aj(x, y) = exp[2πi(m2,jy1 −

m1,jy2)] such that

lim inf
j→∞

|νεj
(Aj) −

∫
Ajdxdy|

|εj|||Aj||Cj(M)

> 0.

This example shows that

(1) U-Gibbs states for the perturbed system need not be unique
under the conditions of Theorem 1.

Remark. The recent work of Pugh, Shub and others (see e.g
[15]) shows that the accessibility condition often implies good
stochastic behavior for volume preserving systems. The example
considered above does not have the accessibility property. It is
an open question if accessibility implies the uniqueness of u-
Gibbs state in the volume preserving context. The answer is
probably negative but I do not know any counterexamples.

(2) There is no uniform bound on k0 in Theorem 1. In particular,
(7) need not hold for A ∈ C1+δ.

Remark. It follows from the proof of Theorem 1 that (7) does
hold for A ∈ C1+δ if f is exponentially mixing that is if the
convergence in (5) is exponential for A ∈ Cα(M).

(3) Some mixing condition is necessary in Theorem 1.

(C) f is a time one map of an Anosov flow φt. In this case gt = φt.
In this example also f is generically rapidly mixing [19, 10] (again the
definition of rapid mixing in [19] is slightly different from the one given
here but it is not difficult to check that the results of [19] imply the
rapid mixing in the sense of the present article). If we perturb f among
time one maps then rapid mixing is not needed (see [31, 32, 18]). For
general perturbations our result is new.

(D) Let M = G/Γ where G is connected semisimple Lie group with-
out compact factors and Γ is an irreducible lattice in G. Suppose that
G has a factor not locally isomorphic to SO(n, 1), SU(n, 1). Let X be
the element of Lie algebra of G such that Sp(ad(X))

⋂
iR = {0} and

the zero eigenspace consists of centralizers of X. Let f(x) = exp(X)x.
In this case {gt} is an identity component of the centralizer of exp(X).
By ([36], Section A.7) f is rapidly mixing.

2.4. Idea of the proof. Here we begin with the proof of Theorem 1.
Before giving the precise argument let us provide an informal descrip-
tion first.
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In order to prove Theorem 1 we need to control integrals of the form

∫

S

A(fn
ε x)ρ(x)dx

where S is fε-regular and n is large. Let κ be a small constant. (The
precise conditions on κ are given at the end of Subsection 2.6.) Let
Nε = ε−κ. The proof consists of the following steps.

• Show that a good control of
∫

S
A(fNε

ε x)ρ(x)dx allows to get
estimates on νε.

• Compare
∫

S
A(fNε

ε x)ρ(x)dx with
∫

S
A(fNεx)ρ(x)dx.

• Show that
∫

S
A(fNεx)ρ(x)dx− ν(A) is small.

The most difficult part is the second one. In fact, because of the ex-
ponential instability, fNε

ε x and fNεx are far apart. However given x
we can find another point y ∈ W u(fε, x) such that f j

εx and f jy are
close for 0 ≤ j ≤ Nε. (Since we require the shadowing of finite orbits
the choice of y is not unique so we impose additional constrains to
guarantee uniqueness.) Here the choice of the dependence of Nε on ε
plays a critical role. On one hand we want to make Nε large so that
ℓS,ρ(A ◦ fN) and ℓS,ρ(A ◦ fN

ε ) are close to their corresponding u-Gibbs
states. On the other hand if Nε is large then we have to shadow long
pieces of orbits which becomes difficult. The choice of Nε = ε−κ is
a good compromise. In fact, the fastest divergence between fN

ε S and
fNS takes place along the Ec–direction. For the unperturbed system
(df |Ec) is an isometry. So, the distance between f j

εS and f jS grows
at most linearly for j ≤ Nε so at the moment Nε they are not too far
apart. On the other hand, rapid mixing ensures that ℓS,ρ(A ◦ fNε) is
quite close to ν(A).

Let us now make few technical remarks. First notice that if x ∈ S
then the domain of y shadowing x is some set S∗ different from S.
However since we need to control the integral not for one set S but for
all regular sets this will cause little difficulty.

Another remark is that since W u(fε) is different from W u(f) fε-
regular sets are not f -regular. However since Eu(fε) is close to Eu(f)
fε-regular sets are uniformly transversal to Ecs(f) and we shall show
below that the estimate (6) holds also for those more general sets.

Finally we note that the difference between ℓS,ρ(A◦fNε
ε ) and ℓS∗,ρ(A◦

fNε) comes from two sources.
(1) fN

ε x is different from fNy.
(2) The distortion of fε along the orbit of x is different from the

distortion of f along the orbit of y.
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We shall see that this will give rise to two parts of the derivative
ω, the first part involving the derivatives of A and the second part
involving A itself.

2.5. Key estimates. Here we present three main estimates (Proposi-
tions 2–4) used in the proof of Theorem 1. In the next subsection we
derive Theorem 1 from these estimates.

First of all we address the issue that (fε)–regular sets are not f -
regular. By the definition of partial hyperbolicity (1)–(4) for small δ̄ a
family of cones

(10) Ku(x) = {vu + vcs : vu ∈ Eu, vcs ∈ Ecs, ||vcs|| ≤ δ̄||vu||}

is df invariant, that is df(Ku(x)) ⊂ Ku(fx). By continuity for small ε

(11) dfε(Ku(x)) ⊂ Ku(fε(x))

We call a set S (r, C1, C3, α1)–admissible if there is an immersion φ from
the standard unit du–dimensional disc D toM such that ||φ||C2(D) ≤ C3

and if V = φ(D) then TV ∈ Ku and S ⊂ V and in the induced
Riemannian structure on V mes(S) > r and mes(∂εS) ≤ C1ε

α1. Then
by continuous dependence of the unstable foliation on parameters ([28],
Corollary 2.12) there exist C3, ε0 such that for ε ≤ ε0 any (r, C1, α1)-
regular set for fε is (r, C1, C3, α1)-admissible for f. We need to extend
the estimate (6) to admissible sets.

Proposition 2. Let f be as in Theorem 1.
(a) Estimate (6) holds if S is (r, C1, C3, α1)-admissible.
(b) For all r, C1, C3, α1, α2, p there exist k = k(p) and m0 such that

for all (r, C1, C3, α1)-admissible S for all natural numbers N,m such
that m ≥ m0, N ≥ 2m for all densities ρ ∈ Cα2(S) for all functions a :
fN−mS → R such that a ∈ Cα2(fN−mS) for all functions A ∈ Cα

k (M)
such that ν(A) = 0 the following estimate holds

∣∣∣∣
∫

S

ρ(y)a(fN−my)A(fNy)dy

∣∣∣∣ ≤

||A||Cα
k (M)||a||Cα2(fN−mS)||ρ||Cα2(S)m

−p.

(c) For all r, C1, C3, α1, α2, ǫ there exist k, N0 such that for all natural
numbers N,N1 such that

N ≥ N0, N0 ≤ N1 ≤
N

2
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for all (r, C1, C3, α1)-admissible S for all probability densities ρ ∈ Cα2(S)
for all functions A, a ∈ Cα

k (M) such that ν(A) = 0 the following esti-
mate holds∣∣∣∣∣

N1∑

j=1

∫

S

ρ(y)a(fN−jy)A(fNy)dy −
∞∑

j=1

ν((a ◦ f−j)A)

∣∣∣∣∣ ≤

ǫ||a||Cα
k (M)||A||Cα

k (M)||ρ||Cα2(S).

The proof of this proposition is given in Appendix A.

Remark. The restrictions N ≥ 2m,N ≥ 2N1 in parts (b) and (c) are
not optimal. However they suffice for the proof of Theorem 1.

We now formulate the shadowing result needed in the proof of The-
orem 1. As it was mentioned in subsection 2.1 Es need not be smooth.
Let Eas be a smooth distribution which is C0-close to Es. More pre-
cisely, we want Eas to be transversal to Ecu and satisfy (12) below.
Denote Eac = Ec⊕Eas. Let πu, πc and πas be projections to Eu, Ec and
Eas respectively along the sum of the complementary subspaces. Let
Γ∗ = π∗df, ∗ ∈ {u, c, as} and

Γj
∗(y) = Γ∗(f

j−1y) . . .Γ∗(fy)Γ∗(y).

Now, if Eas is sufficently close to Es, then since Es is df–invariant and
satisfies ||df |Es|| ≤ λ1 we have

(12) ||Γas|| ≤ λ̃1 < 1

for some λ̃1 < 1 close to λ1. Let

(13) X =

(
dfε

dε
◦ f−1

ε

)
|ε=0.

Denote X∗ = π∗X,

V (x) =

∞∑

j=0

Γj
as(f

−jx)Xas(f−jx)

and let al(x) be the functions such that Xc + ΓcV =
∑

l al(x)el.
More generally if S is a submanifold in M, dim(S) = du, TS ⊂ Ku

we can define πas(y, S) to be projection to Eas along TS(y) ⊕ Ec. Let
Γas(y, S) = πas(fy, fS)df,

Γj
as(x, S) = Γas(f

j−1y, f j−1S) . . .Γas(fy, fS)Γas(y, S).

If S also satisfies

(14) T (f−kS) ⊂ Ku for k = 1, 2 . . . j
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then we can define for n ≤ j

Vn(x, S) =
n∑

k=0

Γk
as(f

−kx, f−kS)πas(f
−kx, f−kS)X.

Thus V (x) = limn→∞ Vn(x,W u).
Some useful properties of V are collected in Appendix B.
Since Theorem 1 is trivial for ε = 0 we can assume that ε 6= 0. To

fix our notaion we suppose that ε > 0. Denote

(15) Nε = ε−κ

where κ is a small constant to be chosen later (see 31). Let

(16) N̄ε =
2Nε

3
.

Fix a small constant δ. Let S be a (r, C1, α1)-regular set for fε. Let

S̄ denote the δ neighborhood of S in W u(fε, S) and let ¯̄S denote the 2δ
neighborhood of S. In subsection 2.7 we prove the following statement.

S

S̄

¯̄S

φjS̄

Figure 1. The sets φ±1
j S̄ etc. can be quite wiggly. How-

ever Proposition 3 gives sufficient control on the bound-
ary of φ−1

j S. Namely, φ−1
j S is regular.
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Proposition 3. Suppose that κ in (15) is less than 1/3. Then, for
small ε, the following holds. There exist a sequence of C∞ diffeomor-
phisms φj : S̄ → ¯̄S and a sequence of C∞ vectorfields Zj defined on
f jS̄ with values in Eac, 0 ≤ j ≤ Nε such that

(a) φ0 = id, Z0 = 0.
(b) For all k ≤ Nε the range of φk contains S. Moreover there are

constants C5, α3, α4 such that for all 0 ≤ j ≤ k

dCα3(fj S̄(f jφ−1
j φkf

−j, id) ≤ C5ε
α4 .

In particular

dCα3(S̄(φk, id) ≤ C5ε
α4.

(c) Let ψj = φ−1
j−1φj . Then

(17) dC2(fj S̄)(f
jψjf

−j , id) ≤ C6ε.

(d) f j
εφjy = expfjy(Zj(f

jy)).
(e) Let Zj = Zc

j + Zas
j where Z∗

j ∈ E∗. Then

||Zc
j ||C0(fj S̄) ≤ C7εj and ||Zas

j ||C0(fj S̄) ≤ C8ε.

(f) The first derivatives of Zj : f jS̄ → Eac are bounded by C9ε, the
second derivatives of Zj : f jS̄ → Eac are bounded by C10ε.

(g) For all N̄ε ≤ j ≤ Nε the following holds.

(18)
∥∥Zas

j (z) − εVj(z, f
jS̄)
∥∥

C1(fj S̄)
≤ C11Nε

2ε2.

In particular

(19)
∥∥Zas

Nε
(z) − εV (z)

∥∥
C0 ≤ C11Nε

2ε2.

(h)

∥∥∥∥∥∥
Zc

Nε
(fNεy) − ε

Nε∑

j=N̄ε

Xc(f jy) − ε

Nε∑

j=N̄ε

dfNε−j−1ΓcV (f jy) − Zc
N̄ε−1(f

N̄ε−1y)

∥∥∥∥∥∥
C0(S̄)

≤

C12Nε
3ε2.

Let us make several remarks.
(i) (d) is the key part of Proposition 3 since it essentially says that

not too long orbits of fε can be shadowed by orbits of f. Other parts
give various technical estimates on φs and Zs.

(ii)Note that we do not claim that each φj is uniquely defined because
for large j, f jS̄ can be very dense in M and there can be several ways to
shadow the same point. However the sequence {φj} is uniquely defined
if we ask that f jφjy is close to f jφj−1y (condition (c)). See section 2.7
for the proof of this fact.
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(iii) Proposition 3 gives two estimates for Zas
j . For large j we have

a stronger bound (18) whereas for small j we have weaker estimates
(e) and (f). This weaker bound suffices since the influence of past
perturbations decays quickly by rapid mixing. On the other hand (18)
can not hold for small j because S is a part of an unstable leaf of fε and
we need to wait several iterations before its image under f j becomes
sufficiently close to unstable leaves of f to justify (18).

The next statement deals with jacobians of φjs. Recall the definition
of the canonical density on W u. (The canonical density is the condi-
tional density of any u-Gibbs measure. It can be obtained by taking
an arbitrary density, iterating it from −∞ to 0, and normalizing. See
[43].) We now give a more explicit definition.

Let S be any subset of W u. Consider the density ρS defined by the
conditions

(I) ∀y1, y2 ∈ S
ρS(y1)

ρS(y2)
=

∞∏

j=0

det(df−1|Eu)(f
−jy1)

det(df−1|Eu)(f−jy2)
.

(II)
∫

S
ρS(y)dy = 1.

Consider the volume form dΩS(y) = ρS(y)dy. Clearly for two dif-
ferent sets S ′, S ′′ in the same W u–leaf we have ΩS′ = ConstΩS′′ . In
particular, if Y is a vectorfield tangent to W u the divergence

divcan
u Y =

LY ΩS

ΩS
,

where L denotes the Lie derivative, is independent of S. In local coor-
dinates one has

divcan
u Y =

∑

j

(
dYj

dxj
+
Yj

dρS

dxj

ρS

)
.

In subsection 2.8 we prove the following statement.

Proposition 4. (a) ∀j ∀x | det(d(ψj))(x) − 1| ≤ C13ε.
(b) ∀j || det(d(f jψjf

−j)) − 1||Cα(fj S̄) ≤ C14ε.

(c) There exists γ1 > 0 such that for all j > N̄ε
∣∣det(d(ψj))(z) − 1 + εdivcan

u [Xu + ΓuV ] (f jz)
∣∣ ≤ C15ε

1+γ1 .

2.6. Proof of Theorem 1. Here we deduce Theorem 1 from Proposi-
tions 2–4. Without loss of generality we can assume that α is so small
that for all k

(20) V ∈ V Cα
k (M)
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(see Lemma 7 (a)). We need the following consequence of Propositions
2–4.

Proposition 5. If κ in (15) is small enough and k is large enough, the
following holds. Let r, C1, C2 be the constants from Proposition 8(b).
Let S be a (r, C1, 1) regular set for fε and let ρ be a probability density
on S such that ||ρ||Lip(S) ≤ C2. Then for all A ∈ Cα

1,k(M) such that
ν(A) = 0

∫

S

A(fNε
ε x)ρ(x)dx = εω(A) + o

(
ε||A||Cα

k (M)

)

where

ω(A) = ν(∂VA)+
∑

l

∞∑

j=0

ν((al◦f−j)∂el
A)−

∞∑

j=0

ν(([divcan
u (Xu + ΓuV )]◦f−j)A).

Proof of Theorem 1. By Proposition 8(b) there exist constants
r, C1, C2 such that, for small ε, all u-Gibbs states for fε belong to
Ē(r, C1, C2, 1, 1).

Let νε be u-Gibbs for fε, A ∈ Cα
1,k(M). Without loss of generality

we may assume that ν(A) = 0.
There exist measures ζn on the set of (r, C1, C2, 1, 1)-regular pairs

such that

νε = lim
n→∞

∫

α

ℓSα,ραdζn(α).

Since νε are fε invariant, we have

νε(A) = lim
n→∞

∫

α

ℓSα,ρα(A ◦ fNε
ε )dζn(α).

Applying Proposition 5 to each (Sα, ρα) we obtain the statement Theo-
rem 1 for functions of zero mean. To obtain the result for an arbitrary
A ∈ Cα

1,k(M) consider A− ν(A)1. �

Proof of Proposition 5. Consider the fε-unstable manifold containing
S. Let A be a Cα

1,k(M)-function such that ν(A) = 0. Let φj be the
sequence constructed in Proposition 3. Make the change of variables
y = φ−1

Nε
x (for x ∈ S, y is well defined by Proposition 3 (b)). Let

S∗ = φ−1
Nε
S. Then

∫

S

A(fNε
ε x)ρ(x)dx =

∫

S∗

A(expfNεy ZNε(y))ρ(φNεy)
dx

dy
dy.

Now

A(expfNεy ZNε(y)) = A(fNεy) +
[
A(expfNεy ZNε(y)) − A(fNεy)

]
.
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Since Cα
1,k(M) ⊂ C1+α(M), there exists a constant K such that for all

x ∈M and for all sufficiently small v

|A(expx v) −A(x) − ∂vA| ≤ K||A||Cα
1,k
||v||1+α.

Thus by Proposition 3 (e)
[
A(expfNεy ZNε(y)) −A(fNεy)

]
= (∂ZNε

A)(fNεy)+O
(
||A||Cα

k (M)(εNε)
1+α
)
.

Let Zc
N̄ε−1

(z) =
∑

l âl,ε(z)el(z). Then by Proposition 3(g) and (h)
[
A(expfNεy ZNε(y)) − A(fNεy)

]
=

ε(∂VA)(fNεy) + ε
∑

l

Nε−N̄ε∑

j=0

al(f
Nε−jy)(∂el

A)(fNεy)+

∑

l

âl,ε(f
N̄ε−1y)(∂el

A)(fNεy) +O(||A||Cα
k (M)ε

1+γ2)

where

(21) γ2 = min(α− (1 + α)κ, 1 − 3κ).

Now
y = ψ−1

Nε
◦ · · · ◦ ψ−1

2 ◦ ψ−1
1 (x)

so

dx

dy
=

Nε∏

j=1

det(d(ψj))(φ
−1
j x) =

Nε−1∏

j=0

(
1 +

[
det(d(ψj))(φ

−1
j x) − 1

])
.

By Proposition 4(a)

dx

dy
= 1 +

Nε−1∑

j=0

[
det(d(ψj))(φ

−1
j x) − 1

]
+O(ε2Nε).

Hence

(22)

∫

S

A(fNε
ε x)ρ(x)dx =

∫

S∗


A(fNεy) + A(fNεy)





Nε∑

j=N̄ε

(
det(d(ψj))(φ

−1
j x) − 1

)


+

+A(fNεy)

{
N̄ε−1∑

j=1

(
det(d(ψj))(φ

−1
j x) − 1

)
}

+ ε(∂VA)(fNεy)+
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ε
∑

l

N̄ε−1∑

j=0

al(f
Nε−jy)(∂el

A)(fNεy) +
∑

l

âl,ε(f
N̄ε−1y)(∂el

A)(fNεy)

]
ρ(φNεy)dy

+O(ε1+γ̄||A||Cα
k (M)) = Iε+IIε+IIIε+IV ε+Vε+VIε+O

(
ε1+γ̄||A||Cα

k (M)

)
,

where γ̄ = min(γ1, γ2).
By Proposition 3(b) there exist constants C̄1, C̄2, C̄3, r̄, ᾱ1, ᾱ2 such

that S∗ is (r̄, C̄1, C̄3, ᾱ1) admissible and ||ρ̄||Cᾱ2(S∗) ≤ C̄2, where ρ̄ de-
notes ρ ◦ φNε. Recall also that by (20) for all k, V ∈ V C α̂

k (M), and for
all k, l, al ∈ C α̂

k (M). These observations allow us to use Proposition 2
to estimate correlation functions containing ρ̄, V and al.

We now proceed to estimate (Iε) − (VIε). Take k so large that if
A ∈ Cα

k (M) then Proposition 5(a) allows us to use (6) with m = 2/κ
and in Proposition 5(b) we can take p = 2/κ.

By Proposition 2(a)

(23) Iε = ν(A) +O(ε2||A||Cα
k (M)) = O(ε2||A||Cα

k (M)).

Also Proposition 4(c) implies that

IIε = −ε
N̄ε−1∑

j=0

A(fNεy)[divcan
u (ΓuV+Xu)](fNε−jφ−1

Nε−jx)ρ̄(y)dy+O(ε1+γ1−κ||A||Cα
k (M)).

Observe that Proposition 3(b) implies in particular that

(24) d(fNε−jφ−1
Nε−jx, f

Nε−jy) ≤ C5ε
α4

(since fNε−jφ−1
Nε−jx = fNε−jφ−1

Nε−jφNεf
−(Nε−j)(fNε−jy)). Hence

IIε = −ε
N̄ε−1∑

j=0

A(fNεy)[divcan
u (ΓuV+Xu)](fNε−jy)ρ̄(y)dy+O(ε1+γ3||A||Cα

k (M)).

where γ3 = max(α4, γ1 − κ). So if

(25) κ < γ1

then by Proposition 2(c)

(26) IIε ∼ −ε
∞∑

j=0

ν
(
[divcan

u (ΓuV +Xu)](f−jy)A(y)
)

Also, (24), Propositions 2(b) and Proposition 4(b) give

(27) IIIε = O(ε2||A||Cα
k (M))

Again by Proposition 2(a)

(28) IV ε ∼ εν(∂VA)
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To estimate Vε note that for all l ν(∂el
A) = 0 since gt preserves ν (see

subsection 2.1). Thus Proposition 2(c) gives

(29) Vε ∼ ε
∑

l

∞∑

j=0

ν(al(f
−jy)(∂el

A)(y))

It remains to estimate VIε. By Proposition 3 (parts (e) and (f)) the
Lipschitz norm of ZN̄ε

on f N̄εS̄ is bounded by C10Nεε. Hence by Propo-
sition 2(b)

(30) VIε = O(ε2||A||Cα
k (M))

Combining the estimates (23)–(30) we obtain the proposition. �

Now we can describe the choice of κ. It is governed by inequalities
(21) and (25). Namely we need that

(31) κ < min

(
1

3
,

α

1 + α
, γ1

)

where γ1 is the constant from Proposition 4(c).

2.7. Shadowing. Here we prove Proposition 3. The proof proceeds by
induction. Namely we assume that (e) and (f) hold up to time j and
deduce that (e) and (f) are satisfied for j + 1 provided that constants
C7, C8, C9 and C10 satisfy certain inequlities. We then show that (e)
and (f) imply the rest of Proposition 3.

To begin the proof we note that (a), (c) and (d) describe φj+1

uniquely provided that the estimates of part (e) hold up to time j.
In fact take some small constant δ. Let Dj be the ball of radius δ
around f j+1y in f j+1S̄ and let D′

j be the ball of radius δ/2 around

f j+1
ε φjy in f j+1

ε
¯̄S. Since both tangent spaces to f j+1S̄ and f j+1

ε
¯̄S be-

long to Ku (recall (11)), both Dj and D′
j are uniformly transverse to

Eac. Hence every point q in a small neighborhood of f j+1y has unique
decomposition q = expz Y where z ∈ Dj , Y ∈ Eac, ||Y || ≤ δ and the
map Ψj : q → (z, Y ) satisfies the following. There is a constant C16

such that for all j

(32) ||Ψj||C2 ≤ C16.

Now, since by the inductive hypothesis (e) and (f) hold up to time
j, we get

(33) f j+1
ε φjy = fε(expfjy Zj(f

jy)) = expfj+1y Z̃j,

where
(34)∥∥∥Z̃j −

(
df(Zj) + εX(f j+1y)

)∥∥∥
C2(fj+1S̄)

≤ K0(C7, C8, C9, C10)(ε(j+1))2.
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f j+1y
yj

ΓacZ̃j

ΓuZ̃j

f j+1
ε φj+1y

ff j
εφjy

f j+1
ε φjy

Z̃j(yj)

Rj

dfZj

X(fεf
jφjy)

f j+1S̄

ff j
ε S̄

f j+1
ε S̄

Figure 2. The proof of Proposition 3.

(K0 depends also on other constants such as C1–C4, C16 etc. but we
suppress this dependence here since those constants has been defined
already whereas the existance of C7–C10 satisfying the conclusions of
Proposition 3 is not yet established, so here we must treat C7–C10 as
parameters.)

Hence f j+1S̄ is within distance K0(C7, C8, C9, C10)(ε(j + 1))2 from

fε
¯̄S so φj+1 is uniquely defined.



ON DIFFERENTIABILITY OF SRB STATES 23

We need some notation. Let yj = f j+1ψj+1y. That is, yj was shad-
owing at time j a point which is shadowed by f j+1y at the moment
j + 1.

Define Rj by

yj = êxp(fj+1y)Rj .

where êxp is computed using the induced Riemannian structure on Ŝ.
Let πu,j denote the projection to T (f j+1S̄) along Eac and

Lemma 1. (a) (17) holds.

(b) There exists a constant K̂0(C7 . . . C10) such that

(35) ||Zj+1 − Γac(Z̃j , f
j+1S̄)||C2 ≤ K̂0(C7 . . . C10)(ε(j + 1))2,

and if Ω is a volume form on f j+1S̄
(36)

| det Ω

(
d(f j+1ψj+1f

−(j+1)) − 1 − divΩ(−πu,jZ̃j)
)
| ≤ K̂0(C7 . . . C10)(ε(j+1))2. [||Ω||C2]

We shall also use (36) heavily in the next subsection. Now we shall
work with (35). Using the fact that ΓasZ

c
j = 0 we get

(37) ||Zas
j+1 − ΓasZ

as
j − εXas||C2(fj+1S̄) ≤ K̂0(C7 . . . C10)(ε(j + 1))2,

(38) ||Zc
j+1 −Zc

j −ΓcZ
as
j − εXc||C2(fj+1S̄) ≤ K̂0(C7 . . . C10)(ε(j+ 1))2.

(12) implies that Zj+1 satisfies (e) provided that Zj satisfies (e) and

(39) C8 ≥ λ̃1C8 + ||Xas||0 + K̂0(C7 . . . C10)ε(j + 1)2,

(40) C7 ≥ ||Γc||C8 + ||Xc||0 + K̂0(C7 . . . C10)ε(j + 1)2.

The fact that Zj+1 also satisfies (f) is proven in Appendix C. Denote

Uj+1 = Zas
j+1 − ΓasZ

as
j − εXas,

so that

(41) Zas
j+1 = ΓasZ

as
j − εXas + Uj+1,

Iterating (41) we get

(42) Zas
j (z) = εVj(z, f

jS̄) +

j∑

k=0

(Γk
as(f

−kz, f j−kS̄)Uj−k)(f
−kz).

Observe that πas(·, f j+1S̄)Uj−k = Uj−k, since Uj−k ∈ Eas. Therefore

the second term in (42) equals Ṽj(z, f
jS̄) where Ṽj is the vectorfield

defined in Lemma 7(c) with X̃k = Uj−k. Now (18) follows by Lemma
7(c).
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Note that, since T S̄ ⊂ Ku, condition (3) implies that T (f jS̄) is
exponentially close to Eu. Hence, if j > N̄ε, then by Lemma 7(d) we
make exponentially small error replacing Vj(z, f

jS̄) by Vj(z,W
u(z)).

In other words,

||Zas
j (z) − εVj(z)||C0(fj S̄) ≤ Const(Nεε)

2.

Now by Lemma 7(b)

(43) ||Zas
j (z) − εV (z)||C0(fj S̄) ≤ Const(Nεε)

2.

Now (19) follows from Lemma 7 (b). Substituting (43) into (38) we get

||Zc
j+1 − Zc

j − εΓcV (z) − εXc||C0(fj+1S̄) ≤ K̂0(C7 . . . C10)(ε(j + 1))2.

Summation over j gives (h). Part (b) is proven in Appendix D. Since

(b) also implies that φj(S̄) ⊂ ¯̄S this completes the proof of Proposition
3. �

Remark. Let us now comment on the restrictions on C7–C10. First we
take a small δ̂ and choose C7, C8 so that

C8 ≥
||Xas||0 + δ̂

1 − λ̃1

,

C7 ≥ ||Γc||C8 + ||Xc||0 + δ̂.

Then we take C9, C10 satisfying (104), (106) of Appendix C and then
request that ε should be so small that (103), (105) are satisfied and

ε1−2κ ≤ δ̂

K̂0(C7 . . . C10)
.

2.8. Distortion. Here we prove Proposition 4. Our starting point is
(36).

(b) follows from Proposition 3(c). Let us prove (a). Let y be the
variable in S̄, z = f jy. Then we need to compute the jacobian of
f jψjf

−j with respect to the volume form dy = det(df−j|T (f jS̄))(z)dz.
Take some point z̃ in the δ–neighborhood of z in f jS̄. Since the jacobian
does not change if we multiply the volume form by a constant it suffices
to compute the jacobian of f jψjf

−j with respect to

Ωj(z) =
det(df−j|Tf jS̄)(z)

det(df−j|Tf jS̄)(z̃)
dz.

More generally define

Ωj,n(z) =
det(df−n|Tf jS̄)(z)

det(df−n|Tf jS̄)(z̃)
dz
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so that
Ωj = Ωj,j.

Repeating the argument of Lemma 7 we obtain the following estimates

(44) ∀n < j ||Ωj,n||C2(fj S̄) ≤ C17,

(45) ∀m,n < j ||Ωj,n − Ωj,m||C2(fj S̄) ≤ C18θ
min(m,n)

for some θ < 1.
Recall the definition of Z̃j ((33)). The fact that πu,j(Z

c
j ) = 0 and

(34) imply

(46) πu,j(Z̃j) = πu,j

[
df(Zas

j ) + εX
]

and so Proposition 3 (e) and (f) give

(47)
∥∥∥(πu,j)Z̃j/ε

∥∥∥
C2

≤ C19.

By Lemma 1(b)

det(dψj−1(y)) = 1 −
[
divΩj

(πu,jZ̃j)
]
(f jy) +O((ε(j + 1))2).

(44) and (47) prove part (a) of Proposition 4.
Let us prove (c). By Proposition 3(g), (36) and (46)

|det(dψj(y)) − 1| = −ε
[
divΩj

(πu,j(Vj(·, f jS̄) +X))
]
(f jy)+O((ε(j+1))2).

By Lemma 7 (b), (d) and (45)

(48) |det(dψj(y)) − 1| = −εdivΩj,n
(πu,j(Vn+X))+O((ε(j+1))2+θn).

But Vn is a smooth vectorfield, namely, there is a constant K such that

||Vn +X||C2(M) ≤ ConstKn.

Now let S̃j be the f–unstable manifold of z̃. Then since T S̄ ∈ Ku

(49) ∠(T (f jS̄), Eu) ≤ Constλj
2

Let pas,j denote the map f jS̄ → S̃j such that exp−1
z (pas,j(z)) ∈ Eac.

Then (49) implies

dC3(pas,j, inclusion) ≤ Constλj
2.

Hence

||dpas,j(Vn+X)−Γu(Vn+X)||C2(S̃j)
≤ Constλj

2||Vn+X||C2(M) ≤ Constλj
2K

n.

Now on S̃j we can consider volume forms

Ω(n) =
det(df−n|Eu)(z)

det(df−n|Eu)(z̃)
dz =

n−1∏

k=0

det(df−1|Eu)(f−kz)

det(df−1|Eu)(f−kz̃)
dz,
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Ω∞ =
∞∏

k=0

det(df−1|Eu)(f−kz)

det(df−1|Eu)(f−kz̃)
dz.

Then ∥∥Ω(n) − Ω∞

∥∥
C1(S̃j)

≤ Constλn
1 .

In particular for any vectorfield Y on S̃j

(50)
∣∣∣divΩ(n)

(Y ) − divΩ∞
(Y )
∣∣∣ ≤ Constλn

1 ||Y ||C1(S̃j)
.

Note that Ω∞ coincides with the canonical form on S̃j up to a constant
factor and so

(51) divΩ∞
= divcan

u .

Also since d(f−npasz, f
−nz) ≤ ConstK̃nλ̃j

2 we get
∥∥Ω(n) − dpas,jΩj,n

∥∥
C2(S̃j)

≤ ConstK̂nλ̃j
2

Thus

(52)
∣∣∣divΩ(n)

[Γu(Vn +X)] − divΩj,n
[πu,j(Vn +X)]

∣∣∣ ≤ K̃nλ̃j
2.

Choose n so that

max(K, K̂, K̃)−n = max(λ1, λ2, λ̃2)
j/2.

Then (90), (48), (50), (51) and (52) imply part (c) of Proposition 4. �

2.9. Proof of Corollary 1.

Proof. (a) Follows from Theorem 1 and Proposition 1.
To prove (b) we use the following statement.

Proposition 6. ([22], Proposition 18) Let fε be a family of partially
hyperbolic systems such that there exist numbers r, C1, α1, a function
space B, a sequence {a(n)} such that

∞∑

n=1

a(n) <∞

and a linear functional ω : B → R such that for any S which is
(r, C1, α1)-regular for fε and for all probability densities ρ ∈ Lip(S)
the following estimate holds
(53)∣∣∣∣
∫

S

A(fn
ε x)ρ(x)dx− ν(A) − εω(A)

∣∣∣∣ ≤ ||A||B||ρ||Lip(S)(a(n) + o(ε)).
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Let nε be a sequence such that nε → ∞, nεε
2 → c where c ≥ 0 then if

x is chosen according to Lebesgue measure then

1√
nε

n−1∑

j=0

[
A(f j

εx) − ν(A)
]

converges weakly to a Gaussian random variable with mean cω(A) and
variance D(A).

We want to verify (53) with B = Cα
1,k0

(M) and a(n) = Const/n2.
There are two cases.

(I) n ≥ Nε. The the result follows by Proposition 5 applied to A −
ν(A).

(II) n < Nε. We claim that in this case

|A(fn
ε x)ρ(x)dx − ν(A)| = O

(
1

n2
||A||Cα

1,k0
(M)||ρ||Lip(S)

)
.

Indeed consider the decomposition (22) with Nε replaced by n and N̄ε

replaced by n/2. Then all terms except the first one are of order ε ≪ 1
n2

(recall (31)). However the first term is

ν(A) +O

(
1

n2
||A||Cα

1,k0
(M)||ρ||Lip(S)

)

by Proposition 2(a). �

2.10. Case of C1+α foliations. If the invariant foliations are C1+α we
can simplify the expression for ω obtained in Proposition 5. In fact, in
this case we can take Eac = Ecs. Then (Γsdf)|(Eas) = (df |Eas). Hence

(54) V (x) =
∞∑

j=0

df j(Xs(f−j(x)))

and ΓuV = 0. Thus we obtain the following expression for ω(A).

Corollary 2. If W ∗ are C1+α foliations we have the following formula
for ω

ω(A) = ν(∂V Ā)+
∑

l

∞∑

j=0

ν((al◦f−j)∂el
(Ā))−

∞∑

j=0

ν(([divcan
u (Xu)]◦f−j)Ā)

where V (x) is given by (54) and Ā = A− ν(A)1.

In case Ec = 0 this coincides with the expression obtained in [48].
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Remark. In case W ∗ 6∈ C1 the comparison between the formula of
Proposition 5 and that of [48] is more difficult. The problem is that
since divuXu of [48] is only a distribution (note that unless W ∗ are
smooth Xu have different meanings here and in [48]!) the convergence
of the expression for ω given in [48] is not obvious. In fact this conver-
gence is established in [49] by considering a suitable sequence of smooth
approximations of W s (and using absolute continuity of W s). Thus the
expression given in [48] corresponds to the limiting case of our formula
when Eas → Es in C0-topology along a suitable sequence of approxi-
mations.

3. Lyapunov exponents.

(q, v)

W s((q, v))

W u((q, v))

x1

x2

y1

y2

Figure 3. Two key properties of the geodesic flow used
in the proof of Theorem 2:
(a) Eu ⊕ Es is smooth (horocycles are perpendicular to
geodesics);
(b) it has the three leg accessibility property (given two
horocycles there exists a horocycle tangent to them).

3.1. Statement of results. Now we discuss an application of Theo-
rem 1 to a problem of non-local bifurcation theory. Let gt be a geodesic
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flow on M-a unit circle bundle of a compact negatively curved surface
Q. We will denote the points of M by (q, v) where q is a point in Q
and v is a unit tangent vector at q. Then ϕt(q, v) = (qt, vt) where qt is
a point on the geodesic defined by (q, v) such that d(q, qt) = t and vt

is a tangent vector at qt to this geodesic.
Let f = g1 and consider a C∞ one-parameter family fε with f0 =

f. It is known ([11]) that the Lebesgue measure which we denote by
ν is the unique u-Gibbs state for f and that ℓS,ρ(A ◦ fN) → ν(A)
exponentially fast ([19]). We also make use of the following properties
of f and its perturbations (see figure 3).

• The distribution Eu ⊕ Es is C∞. In fact, Eu ⊕ Es is the kernel
of the Poincare–Cartan form

(55) Θ(q, v)(δq, δv) =< v, δq >

where < ·, · > is the scalar product on TQ.
• There exists a constant R such that for small ε for all x1, x2 ∈M

there exist points y1, y2 ∈M such that

(56) y1 ∈ W u(x1, fε), y2 ∈W s(y1, fε), x2 ∈W u(y2, fε)

and d(xj, yj) ≤ R, d(y1, y2) ≤ R where the distance is taken in
the intristic metric of the corresponding leaves. (The proof of
Lemma 2.1 in [59] gives (56) with W u and W s interchanged. To
get the present statement note that f and f−1 are conjugated
by the involution i(q, v) = (q,−v).)

• ([27]) Eu(x) and Es(x) are C1. (In fact, Theorem 3.1 (2) of [29]
gives that Eu(x) and Es(x) are C2−δ for any δ > 0 but we shall
not use this.)

In case all fε preserve ν, the quantitative behavior of fε is given by
the following result.

Proposition 7. (See [59, 15].) If all fε preserve ν then for small ε
(fε, ν) is a K–system.

It is not known if (fε, ν) is a Bernoulli shift. However [54] allows to
construct some one parameter families fε for which (fε, m) is stably
Bernoulli (that is for any g sufficiently close to fε, (g,m) is Bernoulli)
for non-zero ε. We want to know how common is this phenomenon. To
investigate this we, following [54], study how the Lyapunov exponents
in the central direction change with parameter. Let

λc(νε) =

∫
ln(dfε|Ec)dνε.

Our first result is the following. Recall the definition of X (see (13)).
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Theorem 2. Let fε be any C∞ one parameter family through f (volume
preserving or not).

(a) There is a quadratic form c(X) such that if νε is any u-Gibbs
state for fε then

lim
ε→0

λc(νε)

ε2
= c(X).

(b) c(X) is not identically zero even on the space of divergence free
fields.

Since c(X) is a quadratic form not identically equal to zero, the set
of X such that c(X) = 0 is a codimension one submanifold in the space
of vectorfields. We say that {fε} is generic if c(X) 6= 0.

The proof of Theorem 2 is given in Section 3.3. In Appendix E we
exhibit a vector field X on M with c(X) 6= 0.

The proof of Theorem 2 relies on the following fact.

Theorem 3. Let f be a partially hyperbolic diffeomorphism whose cen-
tral direction is C1. Let fε be a C∞ one-parameter family such that
f0 = f. Let Ec(x, ε) be its central direction. Then the map ε → Ec(x, ε)

is differentiable at 0. More precisely let Ê be any smooth distribu-
tion transverse to Ec. Then for small ε Ec(x, ε) is the graph of a map

uε(x) : Ec(x) → Ê(x), the map ε → uε(x) is differentiable at 0, and
the derivative depends continuously on x.

Remark. It was already observed in [2]that if the map x→ Ec(x) is not
differentiable then in the family fε = ϕε ◦ f ◦ϕ−1

ε the map ε → Ec(x, ε)
is not differentiable at 0.

This theorem is proven in Section 3.2.
To apply Theorem 2 to the study of stochastic properties of fε we

need the following auxiliary statement.

Lemma 2. Under the conditions of Theorem 2 W s(fε) is topologically
transitive for small ε.

Proof. Iterating (56) backwards we see that given ε there is a chain
(56) with dist(xj , yj) ≤ ε (of course then dist(y1, y2) is large). In other
words any two balls could be joined by a leaf of W s. �

Let g be a partially hyperbolic diffeomorphism on a three dimen-
sional manifold M. Call g mostly contracting (respectively, mostly ex-
panding) if there exists a constant α > 0 such that any u-Gibbs state ν
of g satisfies λc(ν) ≤ −α (respectively λc(ν) ≥ α.) Mostly contracting
and mostly expanding systems were studied in [1, 5, 21]. Using the
results of these papers we derive the following consequence of Theorem
2.
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Corollary 3. Under the conditions of Theorem 2 for generic families,
fε has a unique SRB measure for small ε, and the basin of this measure
has total Lebesgue measure in M.

Proof. Consider two cases.
(a) c(X) < 0 (mostly contracting case). The statement follows from

[21]. ([21] considers mostly contracting systems which are dynamically
coherent and u-convergent. In our case the dynamical coherence follows
from the fact that Ec(f) is C1 ([28], Theorem 7.1 and 7.2) and u-
convergence follows from (56) by [21], subsection 11(a)).

(b) c(X) > 0 (mostly expanding case.) By [1] there are at most
finitely many SRB states whose basins cover all of M. Now let ν1

ε

and ν2
ε be two SRB measures for fε. By [1], page 376, there exist 2-

dimensional discs Dj transversal to Es such that mes(Dj −B(νj
ε)) = 0.

Write D̃j = Dj

⋂
B(νj

ε). By Lemma 2 there exist points xj ∈ Dj such
that x2 ∈ W s(x1). Let ps : D1 → D2 be the stable holonomy. Then

since ps is absolutely continuous, ps(D̃1)
⋂
D̃2 has positive measure.

But
ps(D̃1)

⋂
D̃2 ⊂ B(ν1

ε )
⋂

B(ν2
ε ).

Hence B(ν1
ε )
⋂

B(ν2
ε ) 6= ∅ and so ν1

ε = ν2
ε . In other words, fε has a

unique SRB measure νε. But then by [1] mes(M − B(νε)) = 0. �

For volume preserving families we have a stronger result.

Corollary 4. For a generic family of volume preserving diffeomor-
phisms passing through f, either fε or f−1

ε is mostly contracting for
small ε.

Proof. If c(X) < 0 then fε is mostly contracting. If c(X) > 0, let ν̃ε

be any u-Gibbs measure for f−1
ε . Then since m is also u-Gibbs for f−1

ε

Theorem 2 gives

λc(ν̃ε, f
−1
ε ) = λc(ν, f

−1
ε )+ o(ε2) = −λc(ν, fε)+ o(ε2) = −c(X)ε2 + o(ε2)

and so f−1
ε is mostly contracting. �

Combining this with the properties of mostly contracting diffeomor-
phisms obtained in [21] we obtain

Corollary 5. For a generic family of volume preserving diffeomor-
phisms passing through f, for small ε, (fε, ν) is Bernoulli, enjoys expo-
nential mixing and satisfies the CLT. The same holds for g sufficiently
close to fε.

Remark. It seems that results similar to [21] are also valid for mostly
expanding systems, but I have not seen a proof of this fact. If it is so,
the condition that fε preserve volume in Corollary 5 is redundant.
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3.2. Variation of central direction. Here we prove Theorem 3.

Proof. Let Ê be some distribution close to Es⊕Eu (later on we assume

that Ê is smooth but it is not necessary for the most of this subsection).
By continuous dependence of the central distribution on parameters
([28], Corollary 2.12) Ec(fε) is the graph of a map u = uε : Ec(f) → Ê.
Suppose that dfε has the following block form corresponding to the
splitting TM = Ê ⊕Ec :

dfε =

(
ann(x, ε) anc(x, ε)
acn(x, ε) acc(x, ε)

)

Then dfε(e+ u(e)) = acc(e) + anc(u) + acn(e) + ann(u). Let Lε(x)(e) be
the map Ec(x) → Ec(fε(x)) given by

Lε(e) = [acc + ancu] (e),

so that

dfε(e+ u(e)) = Lε(e) + u(Lε(e)).

Then

L−1
ε =

[
1 + a−1

cc ancu
]−1

a−1
cc = a−1

cc − a−1
cc ancua

−1
cc +O(||u||2).

Thus

u(fεx) = [acn + annu(x)]L
−1
ε = acna

−1
cc +annua

−1
cc −acna

−1
cc ancu(x)a

−1
cc +O(||u||2) =

(57) σε + (Qεu)(fεx) +O(||u||2)
where σε = acna

−1
cc and

[Qε(u)] (x) =
[
annua

−1
cc − acna

−1
cc ancua

−1
cc

]
◦ (f−1

ε x).

We now consider Qε as an operator on the space L(Ec, Ê) of continuous

sections of the bundle over M whose fibers are linear maps Ec → Ê.

Lemma 3. If Ê is sufficiently close to Eu ⊕ Es then Qε is hyperbolic
for small ε. More precisely, there exists a Qε invariant splitting

(58) L(Ec, Ê) = L(Ec, Êu) ⊕ L(Ec, Ês)

such that

(59) ∀u ∈ L(Ec, Ês) ||Qεu|| ≤ λ̃2||u||,

(60) ∀u ∈ L(Ec, Êu) ||Q−1
ε u|| ≤ λ̃2||u||

where λ̃2 is a constant close to λ2.
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Proof. Let

R = ann − acna
−1
cc anc.

We claim that if Ê is close to Eu⊕Es then R is hyperbolic in the sense
that there is an R-invariant splitting Ê = Êu ⊕ Ês, such that

(61) ||R|Ês|| ≤ λ̃1,

(62) ||R−1|Êu|| ≤ λ̃1

where λ̃1 is a constant close to λ1. Let Ku be the cone defined by (10)

and K̂u = Ê
⋂Ku. Then if ε is small and Ê is close to Eu ⊕ Es then

K̂u contains a du-dimensional hyperplane and is mapped by R inside
itself. Let Êu =

⋂
n>0R

nK̂(f−n
ε ). Then Êu is R-invariant. Also Êu is

close to Eu. Hence every vector in Êu is expanded by at least λ̃−1
1 . This

implies (62). Ês is constructed similarly by considering R−1 instead of
R. The fact that the splitting (58) satisfies (59) and (60) follow from

the fact that Ê∗ are close to E∗ and (3), (4). �

By Lemma 3 the operator 1−Qε is invertible so we obtain from (57)

u = [1 −Qε]
−1 σε +O(||u||2).

Now choose Ê to be smooth. Then since Ec is C1 the map ε→ σε is C1

and since σ0 = 0 it follows that σε(x) ∼ εb(x) + o(ε) for a continuous
map b(x). Hence

(63) u = ε(1 −Qε)
−1b + o(ε) +O(||u||2)

Therefore

||u|| ≤ Const(ε+ ||u||2).
The equation s = Const(ε + s2) has two roots, one of order ε and
another of order 1. By continuity of the central direction ||uε|| → 0 as
ε → 0. This implies that ||uε|| less than the first root so that ||uε|| =
O(ε). This gives

uε ∼ ε(1 −Qε)
−1b.

Let now b = bs + bu, where b∗ ∈ L(Ec, Ê∗). Then

(64) [1 −Qε]
−1

bs =
∞∑

j=0

Qj
εbs,

(65) [1 −Qε]
−1

bu =

∞∑

j=1

Q−j
ε bu
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and both series converge uniformly. Now for each j the maps (x, ε) →
[Qj

εb∗](x) are continuous. Combining this observation with (64)–(65)
we obtain

(66) uε ∼ ε[1 −Q0]
−1b.

This completes the proof of Theorem 3. �

Remark. In the first version of this paper I required that Ec ∈ C1+δ

for some positive δ. I am grateful to the referee for pointing out that my
proof works for C1 case as well. Recently, results similar to Theorem
3 were established in [52] (in a slightly less general case) and [45] (in a
more general case). The reader is espesially refered to [45] for a very
detailed discussion of the partial differentiability of invariant splittings.
I decided to keep my original proof to demonstrate the usefulness of
approximating E∗ by smooth distributions–the idea which also plays an
important role in Section 2.

3.3. Proof of Theorem 2. Choose vectors e∗ ∈ E∗ such that x →
e∗(x) are C1, Θ(ec) = 1, and

(67) dΘ(es, eu) = 1

where Θ is the Poincare-Cartan form defined by (55). Define λ(x) by
df(eu(x)) = λ(x)eu(fx). Then by (67) df(es(x)) = λ−1(x)es(fx). Then
Let

fε = hε ◦ f, dhε = 1 + εB1 + ε2B2 . . . .

Write

Bkel =
∑

m

b
(k)
lm em.

By Theorem 3 we have

(68) ec(x, ε) = ec(x) + εα(x)eu(x) + εβ(x)es(x) + wε

where wε ∈ Eu ⊕ Es, wε = o(ε).

Lemma 4. The following asymptotic expansion holds

πc[dfε(ec(x, ε))] =

(1+εb(1)cc (fx)+ε2[b(2)cc (fx)+α(x)λ(x)b(1)uc (fx)+
β(x)

λ(x)
b(1)sc (fx)]ec(fεx)+o(ε

2)

where πc denotes the projection to Ec along Eu ⊕ Es.

Proof.

dfec(x, ε) = ec(fx) + ελ(x)α(x)eu(x) + ε
β(x)

λ(x)
es(x) + df(wε).
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Now since ec and Eu ⊕ Es are C∞ we have

dhε(ec) = 1 + εb(1)cc + ε2b(2)cc + w′
ε + o(ε2),

where w′
ε ∈ Eu ⊕ Es. Also since eu and es are C1

dhε(eu) = εb(1)uc ec + w′′
ε + o(ε)

and

dhε(es) = εb(1)sc ec + w′′′
ε + o(ε)

where w′′
ε , w

′′′
ε ∈ Eu⊕Es. Combining the last three estimates we obtain

the statement of the lemma. �

Comparing Lemma 4 and (68) and using the dfε invariance of Ec(x, ε)
we get

dfε(ec(x, ε)) =
(

1 + εb(1)cc (fx) + ε2[b(2)cc (fx) + α(x)λ(x)b(1)uc (fx) +
β(x)

λ(x)
b(1)sc (fx)]

)
ec(fεx, ε)+o(ε

2)

Therefore

λc(νε) =

∫
ln dfε(ec(x, ε))dνε(x) =

ενε(b
(1)
cc (fx))+ε2νε

(
b(2)cc (fx) + α(x)λ(x)buc(fx) +

β(x)

λ(x)
bsc(fx) −

(b
(1)
cc )2

2

)
+o(ε2).

Let LX denote the Lie derivative with respect to X. Then

b(1)cc = Θ(LecX) = ∂ec(Θ(X))

where the last equality holds since Θ is ec invariant. By Theorem 1

νε(b
(1)
cc (fx)) = ν(b(1)cc (fx)) + εω(b(1)cc (fx)).

and ν(b
(1)
cc (fx)) = ν(b

(1)
cc (x)) = ν(∂ec(Θ(X))) = 0 since ec preserves ν.

A similar computation shows that ν(b
(2)
cc (fx)) = 0.

Therefore λc(νε) ∼ c(X)ε2 where

(69) c(X) = ν

(
α(x)λ(x)b(1)uc (fx) +

β(x)

λ(x)
b(1)sc (fx) − (b

(1)
cc )2

2

)
+ω(b(1)cc ).

(Note in particular that for volume preserving families the last term
vanishes since ω = 0.)

To complete the proof of Theorem 2 it remains to exhibit a volume
preserving vectorfield X such that c(X) 6= 0. This is done in Appendix
E. �
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Appendix A. Approximation of u-Gibbs states by measures

on unstable leaves.

A.1. Regularity of densities. Recall that a measure µ is called ab-
solutely continuous with respect to a foliation F with smooth leaves if
any set Ω such that for each x F(x)

⋂
Ω has leafwise measure zero has

µ(Ω) = 0. An equivalent way to say this is the following. Let U be a
flowbox for F and V ⊂ U be a transversal to F . Let F(x, U) denote
the connected component of F(x)

⋂
U. Then µ is absolutely continuous

if for each U the restriction of µ on U can be written as

µU =

∫

V

dm(x)

∫

F(x,U)

ρ(y, x)dy.

Let g : M → M be a partially hyperbolic diffeomorphism. Let W u be
the unstable foliation of g. observe that elements of Ē(r, C1, C2, α1, α2)
are absolutely continuous with respect to W u. Indeed let U be a flow-
box for W u and V ⊂ U be a transversal. Given (S, ρ) such that
S is (r, C1, α1) regular and ρ is a probability density on S satisfy-

ing ||ρ||Cα2(S) ≤ C2 let ℓ̃S,ρ = C2ℓW u(x,U),1 if S intersects some leave

W u(x, U) and ℓ̃S,ρ = 0 otherwise. Consider a measure µ ∈ Ē(r, C1, C2, α1, α2).
Then µ = limn→∞ µn where

µn =

∫

α

ℓSα,ραdλ(α).

Let

µ̃n =

∫

α

ℓ̃Sα,ραdλ(α).

Then µ̃n is a measure on U

µ̃(1) ≤ C2 max
x

mes(W u(x, U))

and µ̃n − (µn)U is a measure. By passing to a subsequance we can
assume that µ̃n → µ̃. Now each µ̃n can be written as

µ̃n =

∫

V

dζn(x)

∫

W u(x,U)

dy.

It follows that ζn converge to some measure ζ and

µ̃ =

∫

V

dζ(x)

∫

W u(x,U)

dy.

Thus µ̃ is absolutely continuous with respect to W u. Since both µ are
µ̃− µ are measures, they are absolutely continuous as claimed.

The main result of this section is the following.
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Proposition 8. Let g : M → M be a partially hyperbolic diffeomor-
phism.

(a) There exist constants r, C1, C2 such that for any bounded set S ⊂
W u such that mes(∂S) = 0 and ∀ρ ∈ L1(S) ∀ε > 0 ∃n0 such that
∀n > n0 ∃cj,n, Sj,n, ρj,n such that

• cj,n > 0
• Sj,n are (r, C1, 1)–regular
• ρj,n is a probability density on Sj,n and ||ρj,n||Lip(Sj,n) ≤ C2

• for all k ≥ 0, for any A ∈ C0(M)

(70) |ℓS,ρ(A ◦ gn+q) −
∑

j

cj,nℓSj,n,ρj,n
(A ◦ gq)| ≤ ε||A||C0(M).

Moreover the constants r, C1, C2 can be chosen uniformly for all g̃ in
a small C2 neighborhood of g. Also, for all r̄, C̄1, C̄2, ᾱ1, ᾱ2 there exists
C4 such that (70) holds with n0 = C4| ln ǫ| for all g̃ C2–near g and for
all pairs (S, ρ) such that S is (r̄, C̄1, ᾱ1)–regular and ||ρ||Cᾱ2(S) ≤ C̄2

(b) There exist constants r, C1, C2 such that any absolutely continu-
ous g invariant measure belongs to Ēinv(r, C1, C2, 1, 1). These constants
can be chosen uniformly for all g̃ in a small C2 neighborhood of g.

Remark. The definition of u-Gibbs mesures given in our paper appears
to be sligtly different from the one given in [43] (g-invariant absolutely
continuous measures whose conditional densities are canoniacal ones,
defined in Section 2.5), however they are equivalent. Indeed since any

g invariant measure µ satisfies µ(A) = 1
N

∑N−1
n=0 µ(A ◦ gn), elements

of Ēinv(r, C1, C2, α1, α2) can be approximated by convex combinations

of measures of the form 1
N

∑N−1
n=0 ℓS,ρ(A ◦ gn). Therefore elements of

Ēinv(r, C1, C2, α1, α2) are u-Gibbs in the sense of [43], by Theorem 4
of [43]. Conversely any u-Gibbs measure in the sense of [43] is also
u-Gibbs according to our definition by Proposition 8(b).

The proof of this proposition is similar to the arguments of [38, 43,
46, 47]. However, we give the proof below since the part (b) playing
a crucial role in our analysis is not stated explicitely in the above
mentioned papers.

Proof of Proposition 8. We follow [23]. Let r > 0 be fixed. Let W
be a leaf of W u(g) and S be a maximal r-separated set in W. Given
p ∈ S define its Dirichlet cell D(p) by

D(p) = DS(p) = {x ∈W : d(p, x) = min
q∈S

d(q, x)}.
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Then B(p, r/2) ⊂ D(p) ⊂ B(p, r) and ∂D(p) is contained in a union of
finitely many sets

L(p, qj) = {x ∈W : d(p, x) = d(x, qj)}
where qj ∈ S are centers of the cells adjacent to D(p). Now if D(p)
and D(p) are adjecent, that is, if there is a point x ∈ D(p)

⋂
D(qj)

then d(p, qj) ≤ d(x, p) + d(x, qj) ≤ 2r so the number of cells adjacent
to D(p) is bounded by the maximal cardinality of an r/2–separated set
in an unstable ball of radius 2r. Fix some coordinate system x = (xl)
near p. Then if r is sufficiently small the part of L(p, qj) inside B(x, r)
is close to a piece of hyperplane

∑

l

(xl − pl)2 =
∑

l

(xl − ql
j)

2.

These facts imply that there exist constants r, C1 such that for any
W,S, p, DS(p) is (r, C1, 1)–regular. Now let S be any subset of W. Let

I(S) = {p ∈ S
⋂

S : d(p, ∂S) ≥ r}, S̃ =
⋃

p∈I(S)

D(p).

Then

{x ∈ S : d(x, ∂S) ≥ 2r} ⊂ S̃ ⊂ S.

We use these approximations to prove Proposition 8. Let (S, ρ) be as
in that Proposition. Since Lipschitz functions are dense in L1(S) we
can assume that ρ ∈ Lip(S).

Consider the decomposition

g̃n0S =
⋃

p∈In0

D(p).

where In0 = I(gn0S). Let

(71) I ′n0
=

{
p : ∀y ∈ D(p) ρ(g−n0y) ≥ ǫ

4mes(S)

}

I ′′n0
= In0 − I ′n0

.

Let c(p) = ρ(g−n0p)mes(g−n0D(p)). Observe that by (71), c(p) is posi-
tive for p ∈ I ′n0

. The change of variables y = gn0x gives
∫

S

A(gn0+qx)ρ(x)dx =

∑

I′n0

c(p)

∫

D(p)

ρ(g−n0p)

c(p)
A(gqy) det(dg−n0|Eu)(y)dy+
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∑

I′n0

c(p)

∫

D(p)

ρ(g−n0y) − ρ(g−n0p)

c(p)
A(gqy) det(dg−n0|Eu)(y)dy+

∑

I′′n0

∫

g−n0D(p)

ρ(x)A(gn0+qx)dx+

∫

S−g−n0 g̃n0S

ρ(x)A(gn0+qx)dx =

∑

I′n0

c(p)ℓ

(
D(p),

ρ(g−n0p)

c(p)
det(dg−n0|Eu)

)
(A ◦ gq)+

RemainderI + RemainderII + RemainderIII .

We claim that the set of triples
{(

c(p), D(p),
ρ(g−n0p) det(dg−n0|Eu)(y)

c(p)

)}

p∈I′n0

satisfies the conditions of Proposition 8. First we check the regularity
of the densities.

Lemma 5. The Lipschitz norm of

ρ(g−n0p) det(dg−n0|Eu)(y)

c(p)

is uniformly bounded.

Proof.
∣∣ln det(dg−n0|Eu)(y1) − ln det(dg−n0|Eu)(y2)

∣∣ ≤

Const

n0−1∑

j=0

∣∣ln det(dg−1|Eu)(g−jy1) − ln det(dg−n0|Eu)(g−jy2)
∣∣ ≤

Const

n0−1∑

j=0

λj
1d(y1, y2) ≤ Constd(y1, y2).

Hence there exists a constant K, independent of p, such that for all
y0, y ∈ D(p)

1

K
≤ det(dg−n0|Eu)(y0)ρ(g

−n0p)

det(dg−n0|Eu)(y)ρ(g−n0p)
≤ K.

Integrating y0 over D(p) we get

1

K
≤ ρ(g−n0p) det(dg−n0|Eu)(y)

c(p)
≤ K.

Combining this with the uniform Lipschitz continuity of ln det(dg−n0|Eu)
we obtain the statement of the lemma. �
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We now estimate remaining terms.

|RemainderIII| ≤ ||A||C0(M)||ρ||Lip(S)mes(g−n0(gn0S − g̃n0S)).

We have
gn0S − g̃n0S ⊂ ∂2rg

n0S.

So
g−n0(gn0S − g̃n0S) ⊂ ∂2rλ

n0
1
gn0S

(recall that we assume that (1)–(4) hold with C = 1.) The condition
mes(∂S) = 0 implies that

(72) mes(∂2rλ
n0
1
gn0S) → 0 as n0 → ∞.

On the other hand

|ρ(g−n0y) − ρ(g−n0p)| ≤ ||ρ||Lip(S)d(g
−n0y, g−n0p) ≤

||ρ||Lip(S)λ
n0
1 diam(D(p)) ≤ 2||ρ||Lip(S)λ

n0
1 r

and so if p ∈ I ′n0
then

∫

D(p)

ρ(gn0y) − ρ(g−n0p)

c(p)
A(gqy) det(dg−n0|Eu)(y)dy =

∫

D(p)

ρ(gn0y) − ρ(g−n0p)

c(p)
A(gqy) det(dg−n0|Eu)(y)

ρ(g−n0p)

ρ(g−n0p)
dy ≤

4mes(S)

ǫ
||A||C0(M)×2||ρ||Lip(S)λ

n0
1 r×

∫

D(p)

det(dg−n0|Eu)(y)ρ(g
−n0p)

c(p)
dy ≤

(73)
8mes(S)||A||C0(M)

ǫ
||ρ||Lip(S)λ

n0
1 r

Hence

|RemainderI | ≤ 8
mes(S)||A||C0(M)

ǫ
||ρ||Lip(S)λ

n0
1 r
∑

In0

c(p).

Now if n0 is large enough then for all y ∈ D(p), ρ(p) ≤ 2ρ(y). Hence
∑

In0

c(p) ≤
∑

In0

2

∫

g−n0D(p)

ρ(x)dx ≤ 2

∫

S

ρ(x)dx = 2.

Combining the last two estimates we get

(74) |RemainderI | ≤ 16
mes(S)||A||C0(M)

ǫ
||ρ||Lip(S)λ

n0
1 r → 0

as n0 → ∞.
We now again use the fact that if y′, y′′ belong to the same D(p) then

∣∣ρ(g−n0y′) − ρ(g−n0y′′)
∣∣ ≤ 2||ρ||Lip(S)rλ

n0
1
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So if n0 is so large that

(75) ||ρ||Liprλ
n0
1 ≤ ǫ

4mes(S)

then ∀p ∈ I ′′n0
∀x ∈ g−n0D(p) we have ρ(x) < ǫ

2mes(S)
. Hence

|RemainderII | ≤ ||A||C0(M)

ǫ

2mes(S)
mes(S) =

ǫ

2
||A||C0(M).

This completes the proof of (70). Since we have used (72), (74)
and (75) to estimate RemainderIII , RemainderI and RemainderII re-
spectively, the uniformities claimed in the part (a) also follow. (In the
proof of (74) we used the fact that ρ is Lipschitz. If it is only Holder,
we get ||ρ||Cᾱ2(S)λ

n0α
1 instead of ||ρ||Lip(S)λ

n0
1 .) This completes the proof

of the (a).
To prove (b) let µ have conditional densities on unstable leaves. Let

M =
⋃s

j=1Uj be a partition of M into domains with piecewise smooth

boundaries. Let Vj be transversals to Eu in Uj. Denote W u
j (x) =

W u(x, Uj). We can write

µUj
=

∫

Vj

dmj(x)

∫

W u
j (x)

ρj(y, x)dy

for some measure mj on Vj. In other words

µ =
∑

j

∫

Vj

dmj(x)ℓW u
j (x),ρj(x).

Since Lipschitz functions are dense in L1, given ε there exist Lipshitz
ρj,ε such that

||ρj − ρj,ε||L1(dmjdy) ≤ ε.

Hence for any A ∈ C0(M)
∣∣∣∣∣µ(A) −

∑

j

∫

Vj

dmj(x)ℓW u
j (x),ρj,ε(x)(A)

∣∣∣∣∣ ≤ εs||A||C0(M).

Since µ is g invariant then also for all n

|µ(A) − µn,ε(A)| ≤ εs||A||C0(M).

where

µn,ε(A) =
∑

j

∫

Vj

dmj(x)ℓW u
j (x),ρj,ε(x)(A ◦ gn).

Let µε be a limit point of µn,ε, n → ∞. Note that ℓW u
j (x),ρj,ε(x) are not

probabilities, however, they satisfy

ℓW u
j (x),ρj,ε(x)(1) ≤ ||ρj,ε||C0(Uj) max

x
mes(W u

j (x)).
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Therefore we can apply part (a) to each ℓW u
j (x),ρj,ε(x) to conclude that

µε ∈ Ē(r, C1, C2, 1, 1). Letting ε → 0 we get µ ∈ Ē(r, C1, C2, 1, 1) as
claimed. �

A.2. Proof of Proposition 2. Similarly to Proposition 8 we can
prove the following.

Lemma 6. ∀r, C1, C3, α1, α2 there exist r̄, C̄1, C̄2, C̄3 θ1 < 1, K > 0
such that for any (r, C1, C3, α1)–admissible set S for any probability
density ρ ∈ Cα2(S) for all n > 0 there exist cj, Sj, ρj such that

• cj > 0;
• Sj are (r̄, C̄1, C̄3, 1)–admissible;
• ρj is a probability density on Sj and ||ρj||Lip(Sj) ≤ C̄2 and for

all q ≥ 0∣∣∣∣∣ℓS,ρ(A ◦ fn+q) −
∑

j

cjℓSj ,ρj
(A ◦ f q)

∣∣∣∣∣ ≤ Kθn
1 ||A||C0(M)||ρ||Cα2(S).

In other words, Lemma 6 says that the estimates of Proposition
8(a) hold for admissible sets as well (ǫ = Kθn

1 here corresponds to
n0 = C4| ln ǫ| in Proposition 8). We now use this lemma to prove
Proposition 2.

Proof. (a) We assume that ρ is probability density to simplify the no-
tation. Note that in this case the pair (S, ρ) satisfies the conditions of
Lemma 6. Let T (S, δ) denote a d-dimensional tube of radius δ about
S

T (S, δ) =
⋃

|t|≤δ

gtS.

Denote

(76) ζ(δ) =
mes(S)

mes(T (S, δ))
= δ−dVol(Unit ball in Rd)−1

Applying Lemma 6 we get

(77) ℓS,ρ(A◦fN) =
∑

j

cjℓSj ,ρj
(A◦fN/2)+O(θ

N/2
1 ||A||C0(M)||ρ||Cα2(S)).

The idea of the proof of (a) is the following. Since each Sj ⊂ fN/2S,
(4) implies that Sjs can be well aproximated by the leaves ofW u, and so
we can approximate the integrals over Sj by the integrals over pieces of
unstable manifolds. To establish these approximations it is convinient
to work with narrow tubes.

Since (f |Ec) is an isometry we have

(78) ℓSj ,ρj
(A ◦ fN/2) =



ON DIFFERENTIABILITY OF SRB STATES 43

ζ(N−m)

∫∫

T (Sj ,N−m)

A(fN/2gty)ρj(y)dydt+O(N−m||A||Cα
1 (M)||ρ||Cα2(S)).

Take arbitrary yj ∈ Sj and let ps : M → W cu(yj), pcs : M → W u(yj),
denote the stable (respectively, the center-stable) holonomy. By (4)
the angle between the tangent space TSj and Eu satisfies

(79) ∠(TSj, Eu) ≤ Constλ
N/2
2 .

Since gt preserves the partially hyperbolic splitting, we get from this
that for any δ > 0

(80) ∠(T (T (Sj, δ), Ecu) ≤ Constλ
N/2
2 .

(79) and (80) imply

∀y ∈ Sj d(y, pcs(y)) ≤ Constλ
N/2
2 ,

(81) ∀y ∈ T (Sj, N
−m) d(y, ps(y)) ≤ Constλ

N/2
2 .

The last two line imply in particular

(82) ∀y ∈ Sj d(ps(y), pcs(y)) ≤ Constλ
N/2
2 ,

Now by [14], Section 3 (Theorem 3.1 and its proof) ps is absolutely
continuous with Holder jacobian. Denoting this jacobian by j and
changing varaibles in (78) (y, t) → (z, τ) where z ∈W u(yj), gty = gτz
we get

(83)

∫∫

T (Sj ,N−m)

A(fN/2gty)ρj(y)dydt =

∫∫

psT (Sj ,N−m)

A(fN/2p−1
s gτz)ρj(p

−1
s gτz)j(p

−1
s p−1

s gτz)dzdτ.

Now psT (Sj, N
−m) = T (psSj , N

−m) since gt commutes with f. Com-
bining this with (82) we obtain

T (pcsSj , N
−m−Constλ

N/2
2 ) ⊂ psT (Sj, N

−m) ⊂ T (pcsSj, N
−m+Constλ

N/2
2 ).

Therefore

(84)

∫∫

psT (Sj ,N−m)

A(fN/2p−1
s gτz)ρj(p

−1
s gτz)j(p

−1
s p−1

s gτz)dzdτ =

∫∫

T̃j

A(fN/2p−1
s gτz)ρj(p

−1
s gτz)j(p

−1
s p−1

s gτz)dzdτ+O(λ
N/2
2 ||A||C0(M)||ρ||Cα2(S))

where T̃j denotes T (pcsSj , N
−m − Constλ

N/2
2 ). By (2)

d(fN/2p−1
s gτz, f

N/2gτz) ≤ λ
N/2
2 d(p−1

s gτz, gτz) ≤ Constλ
N/2
2 .
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So

(85)

∫∫

T̃j

A(fN/2p−1
s gτz)ρj(p

−1
s gτz)j(p

−1
s p−1

s gτz)dzdτ =

∫∫

T̃j

A(fN/2gτz)ρj(p
−1
s gτz)j(p

−1
s p−1

s gτz)dzdτ+O(λ
αN/2
2 ||A||Cα(M)||ρ||Cα2(S)).

Denote ρ̄j(z, τ) = ρj(p
−1
s gτz)j(p

−1
s p−1

s gτz). Since ps is Holder, there are

constants r̃, C̃1, C̃2, α̃1, α̃2 such that pcs(Sj) is (r̃, C̃1, α̃1)-regular and

||(ρ̄j) ◦ p−1
s ||Cα̃2 (Tj) ≤ C̃2||ρ||Cα2(S). Hence (6) implies that if k is suffi-

ciently large then for each τ∫

pcsSj

A(fN/2gτz)ρ̄j(z, τ)dz = O(N−m||A||Cα
k (M)||ρ||Cα2(S)).

Integrating over τ we obtain
(86)∫∫

T̃j

A(fN/2gτz)ρ̄j(z, τ)dzdτ = O
(
ζ(N−m)N−m||A||Cα

k (M)||ρ||Cα2(S)

)
.

Combining (78) with (83)–(86) we get

ℓSj ,ρj
(A ◦ fN/2) = O

(
N−m||A||Cα

k (M)||ρ||Cα2(S)

)
.

Hence by (77)

ℓS,ρ(A ◦ FN/2) = O

(
N−m

∑

j

cj + θ
N/2
1

)
||A||Cα

k (M)||ρ||Cα2(S)).

Applying (77) to A ≡ 1 we get
∑

j

cj = 1 +O(θ
N/2
1 ||A||C0(M)||ρ||Cα2(S)).

The last two formulas prove (a).
(b) By Lemma 6 with n = N −m

ℓS,ρ((a ◦ fN−m)(A ◦ fN)) =
∑

j

cjℓSj ,ρj
((A ◦ fm)a) +O(θN−m

1 ||A||Cα
k (M)||a||Cα2(fN−mS)||ρ||Cα2(S)) =

∑

j

cjℓSj ,ρj
((A ◦ fm)a) +O(θm

1 ||A||Cα
k (M)||a||Cα2(fN−mS)||ρ||Cα2(S)).

(the last equality here uses the assumption that N ≥ 2m). On the
other hand by part (a), given p there exists k = k(p) such that for all
A ∈ Cα

k (M) we have

ℓSj ,ρj
((A◦fm)a) = ℓSj ,aρj

(A◦fm) = O
(
m−(p+1)||A||Cα

k (M)||aρj||Cα2(fN−mS)

)
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Therefore
ℓS,ρ((a ◦ fN−m)(A ◦ fN)) =

(87)
∑

j

cjO
(
m−(p+1)||A||Cα

k

∣∣ |aρj ||Cα2(fN−mS))+

O
(
θm
1 ||A||Cα

k (M)||a||Cα2(fN−mS)||ρ||Cα2(S)

)

Applying Lemma 6 to A ≡ 1 we get

(88)
∑

j

cj = 1 +O(θm
1 ||ρ||Cα2(S))

Combining (87) and (88) we get
∣∣ℓ

S ,ρ

(
(A ◦ fN)(a ◦ fN−m)

)∣∣ ≤
Const(m−(p+1) + θm

1 )||A||Cα
k (M)||a||Cα2(fN−mS)||ρ||Cα2(S).

If m is sufficiently large the first factor is less than m−p This proves
(b).

To prove (c) break

N1∑

j=1

∫

S

ρ(y)a(fN−jy)A(fNy)dy

into two parts so that, in the first, summation is over j from 1 to m,
and in the second, summation is from m to N1. By part (b) given p
there exists k1(p) such that for all k ≥ k1(p) for all A ∈ Cα

k (M) we
have
N1∑

j=m

||A||Cα
k (M)||a||Cα

k (M)||ρ||Cα2(S)j
−p ≤ Const||A||Cα

k (M)||a||Cα
k (M)||ρ||Cα2(S)m

−(p−1).

On the other hand for fixed j∫
ρ(y)a(fN−jy)A(fNy)dy =

ν((a ◦ f−j)A) +O(N−p||(a ◦ f−j)A||Cα
k (M)||ρ||Cα2(S)) =

ν((a ◦ f−j)A) +O(N−p||A||Cα
k (M)||a||Cα

k (M)||ρ||Cα2(S)K
j).

for some K > 1. Take m = lnN0

lnK
then for all j ≤ m, Kj ≤ N0 ≤ N and

so
m∑

j=1

∫

S

ρ(y)a(fN−jy)A(fNy)dy =

m∑

j=1

ν((a ◦ f−j)A) +O
(
||A||Cα

k (M)||a||Cα
k (M)||ρ||Cα2(S)N

−(p−1)
)
.
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By Proposition 8 there exist r′, C ′
1, C

′
2 such that ν ∈ Einv(r

′, C ′
1, C

′
2, 1, 1).

Therefore by part (b) given p there exists k2(p) such that for all k ≥
k2(p) for all functions a, A ∈ Cα

k (M) we have

∞∑

j=m+1

ν((a ◦ f−j)A) ≤ Const||A||Cα
k (M)||a||Cα

k (M)||ρ||Cα2(S)m
−(p−1).

Hence
m∑

j=1

ν((a ◦ f−j)A) =

∞∑

j=1

ν((a ◦ f−j)A) +O
(
||A||Cα

k (M)||a||Cα
k (M)||ρ||Cα2(S)m

−(p−1)
)

and so ∑

j

∫

S

ρ(y)a(fN−jy)A(fNy)dy =

∞∑

j=1

ν((a◦f−j)A)+O
(
||A||Cα

k (M)||a||Cα
k (M)||ρ||Cα2(S)

(
N−(p−1) +m−(p−1)

))

which proves (c) . �

Appendix B. Properties of V.

The main result of this section is the following.

Lemma 7. (a) There exists α such that for all k, V ∈ V Cα
k (M). In

particular, for all k, l, al ∈ Cα
k (M).

(b) There exists θ < 1 such that if S satisfies (14) then for all num-
bers m,n ≤ j

(89) ||Vn(S)||C2(S) ≤ Const,

(90) ||Vn(S) − Vm(S)||C2(S) ≤ Constθmin(m,n).

(c) If S satisfies (14) and if X̃k are vectorfields on f−kS, k = 0 . . . j
and n ≤ j define

Ṽn(x, S) =
n∑

k=0

Γk
as(f

−kx, f−kS)πas(f
−kx, f−kS)X̃k.

Then

||Ṽn(S)||C1(S) ≤ Const max
0≤k≤n

||X̃k||C1(f−kS)
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(d) There exists α̂ > 0 such that the following holds. If S1 and
S2 are two submanifolds satisfying (14) such that there exists a map
ζ : S1 → S2 such that dC2(ζ, id) = σ then for all n ≤ j

||Vn(S2) − dζVn(S1)||C1(S2) ≤ Const
[
σα̂ + θn

]
.

Remark. Estimates similar to (b)–(d) hold also for higher norms Ck(S)
but we only formulate the bounds we use.

Proof. (a) V (x) satisfies the equation

(91) [ΓasV + (Xas ◦ f)] (x) = V (fx).

Γas is a contraction of TM. So we can apply the Invariant Section
Theorem ([28], Theorem 3.2) which asserts that if E → X is a fiber
bundle over a manifold X and H : E → E is a Cr bundle map covering
a Cr map h : X → X which contracts the fibers then there exists a
unique H–invariant section and this section is Cr provided that

(92) Lrλ < 1

where λ is the fiber contraction rate and L is the Lipschitz constant
of h−1. In particular, the invariant section is always Holder continuous
for some exponent α. Now apply the Invariant Section Theorem to M
viewed as the disjoint union of g-orbits. Since f acts isometrically
on each orbit we get L = 1 in (92). Therefore, V is C∞ restricted
to any orbit of g. Thus it remains to check that the derivatives of V
along central directions are Holder continuous. Take l ∈ {1, 2, . . . d}.
Let U(x) = (Lel

V )(x) where L denotes the Lie derivative. Since f
commutes with g, U satisfies

[ΓasU + Lel
(Xas ◦ f) + (Lel

Γas)V ] (x) = U(fx).

which is an equation of the same type as (91). Thus U is Holder
continuous with the same Holder exponent as the one guaranteed for
V. Continuing by induction we obtain that all derivatives are Holder.

(b) We prove (89). (90) is similar. Note that since TS ⊂ Ku then

for all y ∈ TS ‖Γas(y, S)‖ ≤ λ̃1 for some λ̃1 < 1 close to λ1. Hence

‖Γk
as(y, S)‖ ≤ λ̃k

1 for all k ≤ j. This implies that ‖Vn(S)‖C0 ≤ Const.
Now

DVn(S) =

n∑

k=0

[
D
(
Γas(f

−kS) ◦ f−k
)] [(

πas(f
−kS)X

)
◦ f−k

]
+

n∑

k=0

[(
Γk

as(f
−kS)

)
◦ f−k

]
D(πas(f

−kS)X)(df−k).
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However

(93) ‖D
(
Γas(f

−kS) ◦ f−k
)
‖C0 ≤ Constkλ̃k

1

since the LHS is a sum of k terms and each term is bounded by Constλ̃k
1.

On the other hand ‖(df−k)‖ ≤ λ̃k
1 since T (f−lS) ⊂ Ku for all l ≤ j.

Therefore
‖DVn(S)‖C0 ≤ Const.

The estimate ‖D2Vn(S)‖C0 ≤ Const is obtained similarly using the
bound

‖D2(Γk
as(f

−kS) ◦ f−k)‖C0 ≤ Constk2λ̃k
1

which can be derived similar to (93).
The proof of (c) is similar to (b).
(d) Using the estimate

DC2(S1)(f
p ◦ ζ, f p) ≤ ConstKpσ

and the bound (90) we see that for each m ≤ n the following inequality
holds.

‖Vn(S1) − dζVn(S2)‖ ≤

Const

[
m∑

p=1

Kpσ + ||Vn(S2) − Vm(S2)|| + ||Vn(S1) − Vm(S1)||
]
≤

Const(Km + θm).

Now if Knσ ≤ θn then we choose m = n and (d) follows. Otherwise

choose m so that Kmσ ∼ θm, that is m = | ln σ|
ln(K/θ)

. �

Appendix C. Derivatives of Zn.

Here we verify claim (f) of Proposition 3. Along the way we prove
Lemma 1.

Choose coordinate systems (ξj, ηj) around f jy so that

• f jS is given by ηj = 0;
• η = (ω, t) and if z1 has coordinates (ξ, ω, 0) and z2 has coordi-

nates (ξ, 0, 0) then exp−1
z2

(z1) ∈ Eas;
• gt is given by gt(ξ, ω, t

′) = (ξ, ω, t+ t′).

In this coordinate system f j
εS is given by ηj = Hj(ξj). Let Hj =

(Hω
j , H

t
j). We assume that

∣∣Hω
j

∣∣ ≤ L0ε
∣∣H t

j

∣∣ ≤ L0εj,

where L0 = max(C7, C8),

(94)

∥∥∥∥
dHj

dξj

∥∥∥∥ ≤ C9ε
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(95)

∥∥∥∥
d2Hj

dξ2
j

∥∥∥∥ ≤ C10ε

and show that Hj+1 also satisfies (94) and (95) provided that 1 ≪
C9 ≪ C10. Let fε be given by

ξj+1 = Fj(ξj , ηj, ε), ηj+1 = Gj(ξj, ηj, ε).

Then f j+1
ε S is given by

ξj+1 = Fj(ξj, Hj(ξj), ε), ηj+1 = Gj(ξj, Hj(ξj), ε).

Thus

dηj+1

dξj+1
=

[
∂G

∂ξ
(ξj, Hj(ξj), ε) +

∂G

∂η
(ξj, Hj(ξj), ε)

dHj

dξj

]
×

([
∂F

∂ξ
(ξj, Hj(ξj), ε) +

∂F

∂η
(ξj, Hj(ξj), ε)

dHj

dξj

]−1
)
.

Now if Eac is sufficiently close to Ecs then we have

(96)

∥∥∥∥
∂G

∂η

∥∥∥∥ ≤ (1 + δ),

∥∥∥∥
∂F

∂η

∥∥∥∥ ≤ δ,

∥∥∥∥∥

(
∂F

∂ξ

)−1
∥∥∥∥∥ ≤ λ < 1.

Proof of Lemma 1. Denote

(97) F(ξ) = F (ξ, 0, 0).

Introduce ρj , ζj such that

F (ρj, H(ρj), ε) = ξj+1 F(ζj) = ξj+1.

Lemma 8. There exists a constant K(L0, C9, C10) such that the map
ζj → ρj is Kε(j + 1) close to id in C2 topology.

Proof. By implicit function estimate it suffices to prove that the map
ρj → ζj is K̃ε(j + 1) close to id. We have

(98) ξj+1 = F(ρj) +
∂F

∂η
(ρj, 0, 0)Hj +

∂F

∂ε
(ρj , 0, 0)ε+ F2(ρj , Hj, ǫ)

where F2 is quadratic in (Hj , ε). Therefore

||F(ζj) − F(ρj)|| ≤ K̂(L0)ε(j + 1)

Since F expands distances

(99) ||ζj − ρj || ≤ K̂(L0)ε(j + 1)

Now from the identity

ζj = F−1(F (ρj, H(ρj), ε))
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we get

(100)
dζj
dρj

= DF−1(ξj+1)
∂F

∂ξ
+DF−1(ξj+1)

∂F

∂η

dHj

dξj
.

The second term is bounded by Const(L0, C9, C10)εj in C1-norm due

to the factor
dHj

dξj
. On the other hand

∂F

∂ξ
(ρj , H(ρj), ε) =

∂F

∂ξ
(ζj, 0, 0) + F̃ ,

where F̃ denotes the terms which are at least linear in ζj − ρj , H(ρj)
or ε. By (99) all these terms can be bounded by Const(L0, C9, C10)ε.
Since ∂F

∂ξ
(ζj, 0, 0) = DF(ζj) we have

dζj
dρj

= 1 +DF−1(ξj+1)F̃ +O(ε(j + 1)).

This gives requred bound in C1-norm. In particular,
∥∥∥∥
d

dζj
(ρj − ζj)

∥∥∥∥ ≤ Constε(j + 1).

Togather with (95) this implies
∣∣∣∣
d

dζj
F̃

∣∣∣∣ ≤ Constε(j + 1)

and the lemma follows. �

Since F(ρj) = f j+1φj+1f
−(j+1)F(ζj) (17) follows.

Now Hj+1(ξj+1) = Gj(ρj , H(ρj), ε). Since G(ρj , 0, 0) = 0 we get

Hj+1(ξj+1) =
∂G

∂η
H(ρj) +

∂G

∂ε
ε+G2

where G2 is quadratic in (H(ρj), ε). By (94), (95) the first two deriva-
tives of G2 with respect to ρ can be estimated by Constε2. So by Lemma
8
(101)∥∥∥∥Hj+1(ξj+1) −

(
∂G

∂η
H(ρj) +

∂G

∂ε
ε

)∥∥∥∥
C2

≤ Const(L0, C9, C10)(j + 1)2ε2

Recall that

Hj+1(ξj+1) = exp(ξj+1,0) Zj+1, (ζj, H(ζj)) = exp(ζj ,0) Zj .

Comparing (101) with (33) we get (35).
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Now observe that by (97), (98) and Lemma 8
(102)

ζj − ρj = DF−1(ζj)

[
∂F

∂η
Hj(ζj, 0, 0) +

∂F

∂ε
(ζj, 0, 0)ε

]
+O((j + 1)2ε2).

Combining (100) and Lemma 8 we get

dζj
dρj

=

DF−1(ξj+1)

[
DF(ρj) + +

∂2F

∂ξ∂η
H +

∂2F

∂ξ∂ε
ε+

∂F

∂η
(ρj , 0, 0)

dH

dξ
(ζj)

]
+O((j+1)2ε2).

By (102)
DF(ρj) =

DF(ζj)+

[
d

dξ
DF(ζj)

]
DF−1(ζj)

[
∂F

∂η
Hj(ζj, 0, 0) +

∂F

∂ε
(ζj, 0, 0)ε

]
+O((j+1)2ε2).

Combining the last two equations we get

dζj
dρj

=
d

dξ

{
DF−1

[
∂F

∂η
H +

∂F

∂ε
ε

]}
+O((j + 1)2ε2).

Now let Ω̃ be a volume form on f jS̄, dΩ̃ = λ(ξ)dξ. To compute jacobian

of
dξj

dρj
with respect to Ω̃ we need to take into account the difference

between λ(ζj) and λ(ρj). This gives

j(ζj(ρj), Ω̃) = 1+divΩ̃

{
DF−1

(
∂F

∂η
H +

∂F

∂ε
ε

)}
+O

(
(j + 1)2 ε2

[
||Ω̃||C2 + 1

])
.

Now

DF−1

[
∂F

∂η
H +

∂F

∂ε
ε

]

differs by quadratic terms from

df−1(πu,j(tZj) + εX)((ξj+1, 0))

(this difference is due to the fact that êxpyv = v+ qadratic terms).
Since the derivatives of quadratic in Hj(ξj) terms remain quadratic by
(94), (95) we get

j(ζj(ρj), Ω̃) = 1 + divΩ̃

{
df−1(πu,j(tZj) + εX)

}
+O((j + 1)2ε2).

Hence

j(ρj(ζj), Ω̃) = 1 − divΩ̃

{
df−1(πu,j(tZj) + εX)

}
+O((j + 1)2ε2).

Since ρj = f jψj+1f
−jζj we get

j(f jψj+1f
−j , Ω̃) = 1 − divΩ̃

{
df−1(πu,j(tZj) + εX)

}
+O((j + 1)2ε2).
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By functorality

j(f j+1ψj+1f
−(j+1), f Ω̃) = 1−divfΩ̃

{
df−1(πu,j(tZj) + εX)

}
+O((j+1)2ε2).

Denoting Ω = f Ω̃ we obtain (36). �

We now want to estimate ∂G
∂ξ
. Note that G(ξ, η, 0) corresponds to f.

Using that f moves f jS to f j+1S and that f commutes with gt we
get G(ξ, 0, t, 0) = t+G(ξ, 0, 0, 0) = t. Thus dG

dξ
(ξ, 0, t, 0) = 0. Therefore

there is a constant K1 such that∥∥∥∥
∂G

∂ξ

∥∥∥∥ ≤ K1(ε+ |ω|).

Combining this with the estimates for other partial derivatives ((96))
we obtain ∥∥∥∥

dHj+1

dξj+1

∥∥∥∥ ≤ λ
[K1(1 + L0) + δC9]ε

1 − (δC9ε/λ)
.

Take some constant λ̃ such that λ < λ̃ < 1. If ε is sufficiently small
then

(103)
λ

1 − δC9ε/λ
≤ λ̃

Hence if

(104) C9 ≥
K1(1 + L0)

1 − δλ̃

then ∥∥∥∥
dHj+1

dξj+1

∥∥∥∥ ≤ C9.

We now estimate the second derivative. If Q is a quadratic form and
R is a linear map let Q∗R denote the form (Q∗R)(v, v) = Q(Rv,Rv).
Then

d2Hj+1

dξ2
j+1

=
dG

dη

(
d2Hj

dξ2
j

∗
[
∂Fj

∂ξj
+
∂Fj

∂ηj

dHj

dξj

]−1
)

+

[
∂Gj

∂ξj
+
∂Gj

∂ηj

dHj

dξj

] [
∂Fj

∂ξj
+
∂Fj

∂ηj

dHj

dξj

]−1
∂Fj

∂ηj

(
d2Hj

dξ2
j

∗
[
∂Fj

∂ξj
+
∂Fj

∂ηj

dHj

dξj

]−1
)

+Rj

where Rj denote the sum of terms which do not contain
dHj

dξj
. Using

the first derivative estimates we obtain ||Rj|| ≤ K2ε, where K2 =
K2(L0, C9). Hence

∥∥∥∥
dHj+1

dξj+1

∥∥∥∥ ≤
[
K2 + C10(δλ̃

2 + εC9)
]
ε.
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If ε is sufficiently small then

(105) δλ̃2 > εC9

and so ∥∥∥∥
dHj+1

dξj+1

∥∥∥∥ ≤
[
K2 + 2δλ̃2C10

]
ε.

Hence if

(106) C10 >
K2

1 − 2δλ̃2

then
∥∥∥dHj+1

dξj+1

∥∥∥ ≤ C10.

Appendix D. Shape of the image of φj .

Here we prove part (b) of Proposition 3. In view of part (c) of that
Proposition we may assume that j < k. We have

f jφ−1
j φkf

−j = f j ◦ ψj+1 ◦ ψj+2 ◦ · · · ◦ ψk ◦ f−j =

(f jψj+1f
−j) ◦ (f jψj+2f

−j) ◦ · · · ◦ (f jψkf
−j)

so it is enough to estimate the Cα3-distance between f jψlf
−j and id.

Now ∀y ∈ f jS̄

d(f jψlf
−jy, y) ≤ λl−j

1 d(f lψlf
−l(f l−jy, f l − jy) ≤ Constλl−j

1 ε

where the last estimate follows from Proposition 3(c). In particular for

any pair y′, y′′ such that d(y′, y′′) ≥ λ
(l−j)/(2α3)
1

d(f jψlf
−jy′, f jψlf

−jy′′) ≤ Constλ
(l−j)/2
1 dα3(y′, y′′).

On the other hand if d(y′, y′′) < λ
(l−j)/(2α3)
1 then

d(f jψlf
−jy′, f jψlf

−jy′′) ≤ λl−j
1 d((f lψlf

−l)f l−jy′, (f lψlf
−l)f l−jy′′) ≤

Constλl−j
1 d(f l−jy′, f l−jy′′) ≤ ConstK l−jd(y′, y′′)

for some K > 0. Since d(y′, y′′) < λ
(l−j)/(2α3)
1 we have the estimate

K l−jd(y′, y′′) =
(
K l−jd1−α3(y′, y′′)

)
dα3(y′, y′′) ≤ (Kλ((1/α3)−1)/2)l−jdα3(y′, y′′).

Now choose α3 so that

λ
(1/α3)−1

2 <
1

K
.

Then dCα3 (f jψlf
−j, id) tends to 0 exponentially fast in l − j which

implies the statement of the lemma. �
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Appendix E. Non-vanishing of c.

E.1. An explicit formula. Here we prove that c 6≡ 0. Our computa-
tions are similar to [54, 24]. We begin by simplifying the expression for
the shift of the central fiber (formula (66)) in case f is the time one map
of the geodesic flow. In this case Eu and Es are C2−δ so we can take
Ê = Eu⊕Es. Then L(Ec, Ê) = L(Ec, Eu)⊕L(Ec, Es) is the hyperbolic
splitting for Q0. Write Q∗ for the restriction of Q0 to L(Ec, E∗). Since
dimEc = 1 we identify L∗ with E∗ by identifying l : Ec → E∗ with
l(ec). Also in our case

acc(x, 0) = 1, acn(x, 0) = 0, anc(x, 0) = 0.

Combining these formulas we get

[(1 −Qs)
−1v](x) =

∞∑

j=0

(df j|Es)v(f
−jx),

[(1 −Qu)
−1v](x) = −

∞∑

j=1

(df−j|Eu)v(f
jx).

Finally b = b
(1)
cu eu + b

(1)
cs es. Combining this with (64)–(66) we get

ec(x, ε) = ec + εv(x, ε) where
(107)

v(x, ε) ∼ ε

[
∞∑

j=0

(df j|Es)b
(1)
cs (f−jx)es −

∞∑

j=1

(df−j|Eu)b
(1)
cu (f jx)eu

]
.

E.2. A perturbation. In order to show that c(X) is not identically
0 we exhibit a one-parameter family Xδ of vector fields such that

lim sup
δ→0

c(Xδ)
δ3 < 0. Our vector field will be supported in the union of two

sets of size δ : the δ− ball centered at some non-periodic point x0 ∈M
and the image f(B(x0, δ)). We choose coordinate system (z1, z2, z3)
near x0 so that

(1) dν = dz1dz2dz3.
(2) Es(x0) = ∂

∂z1
, Ec(x0) = ∂

∂z2
, Eu(x0) = ∂

∂z3
.

Let Xδ on B(x0, δ) be given by

Xδ(z) =

(
z2ξ(

z2
1 + z2

2 + z2
3

δ
),−z1ξ(

z2
1 + z2

2 + z2
3

δ
), 0

)

where ξ : R → R is a function of compact support. Define Xδ on
fB(x0, δ) by Xδ(fx) = df(Xδ) and let Xδ = 0 elsewhere. Then
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||Xδ||C1 ≤ Const and the contribution to c in (69) comes only from
the points in supp(Xδ). Thus

|c(Xδ)| ≤ Constδ3.

Also the contribution of αb
(1)
uc tends to zero since b

(1)
uc → 0 because

near x0, Eu is close to ∂
∂z3

but z3-component of Xδ is 0. Using (107)

and the fact that, for any fixed j > 0, b
(1)
cs (f−jx) = 0 for x ∈ B(x0, δ)

if δ is small enough we get

β(x) ∼ b(1)cs (x) ∼ ∂z1(−z1ξ) = −(ξ + 2z2
1ξ

′).

Therefore
β(x)b(1)cs (fx) ∼ −∂z1(z1ξ)∂z2(z2ξ) =

−
[
ξ2 + 2(z2

1 + z2
2)ξ

′ξ + 4z2
1z

2
2(ξ

′)2
]
.

Since the contribution of −(b
(1)
cc )2 is non-positive we obtain from (69)

lim sup
δ→0

c(Xδ)

δ3
≤ lim

δ→0

ν( b
(1)
cs (fx)β(x)

λ(x)
)

δ3
=

− 1

λ(x0)

∫∫∫ [
ξ2 + 2(z2

1 + z2
2)ξ

′ξ + 4z2
1z

2
2(ξ

′)2
]
dz1dz2dz3

where in the last equality we have used that λ(x) ∼ λ(x0) on B(x0, δ).
Integrating the second term by parts in the radial direction we get

−
∫∫∫

2(z2
1 + z2

2)ξξ
′dz1dz2dz3 =

∫∫∫
z2
1 + z2

2

z2
1 + z2

2 + z2
3

ξ2dz1dz2dz3

and thus

lim sup
δ→0

c(Xδ)

δ3
≤ − 1

λ(x0)

∫∫∫ [
z2
3

z2
1 + z2

2 + z2
3

ξ2 + 4z2
1z

2
2(ξ

′)2

]
dz1dz2dz3 < 0. �
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