
ON SIMULTANEOUS LINEARIZATION OF

DIFFEOMORPHISMS OF THE SPHERE.

DMITRY DOLGOPYAT AND RAPHAËL KRIKORIAN.

Abstract. Let R1, R2 . . . Rm be rotations generating SOd+1, d ≥
2, and f1, f2 . . . fm be their small smooth perturbations. We show
that {fα} can be simultaneously linearized if and only if the associ-
ated random walk has zero Lyapunov exponents. As a consequence
we obtain stable ergodicity of actions of random rotations in even
dimensions.

1. Main results.

Let f1, f2 . . . fm be diffeomorphisms of Sd, d ≥ 2. Let ω = {ωi}i∈N be
a sequence of independent random variables uniformly distributed on
{1 . . .m}. Consider the Markov process on Sd

(1) xn = fωn
xn−1.

If µ is an invariant measure for this process let

λ1(µ) ≥ λ2(µ) · · · ≥ λd(µ)

be the Lyapunov exponents of µ. Denote

Λr =

r∑

j=1

λj .

Theorem 1. Given d there exists a number k0 such that for any m for
any set of rotations R1 . . . Rm in SOd+1 such that R1 . . . Rm generate
SOd+1 there exists a number ε > 0 such that if maxα dCk0 (Rα, fα) < ε
then either

(a) there exists c > 0 such that λd(µ) < −c for any invariant measure
µ or

(b) fα are simultaneously conjugated to rotations.

Remark. Some analogies of our results for (non-measure preserving)
diffeomorphisms of S1 can be found in [24, 25] (see also survey [14]).
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Theorem 2. Let {Rα} be as in Theorem 1.
(a) In the category of volume preserving diffeomorphisms
∣∣∣∣λr(µ) −

d− 2r + 1

d− 1
λ1(µ)

∣∣∣∣≪ |λd| as max
α

dCk0 (fα, Rα) → 0

(here ’≪’ means that either both the LHS and the RHS are 0 or their ra-
tio can be made arbitrary close to 1 by taking maxα dCk0 (fα, Rα) small).

(b) In general (without the volume preservation assumption)
∣∣∣∣λr −

Λd

d
−
d− 2r + 1

d− 1

(
λ1 −

Λd

d

)∣∣∣∣≪ |λd| as max
α

dCk0 (fα, Rα) → 0.

Theorem 2 says that regardless of the dimension of the problem the
Lyapunov exponents asymptotically depend only on two parameters.
That is, knowing λd and Λd we can compute all exponents with high
accuracy.

The relation

λr =
Λd

d
+
d− 2r + 1

d− 1

(
λ1 −

Λd

d

)

is not new in the theory of random diffeomorphisms. Namely, it holds
for isotropic Brownian flows on Rd (see [22]).

The asymptotic expressions for λr will be given in Section 5. For
generic {fα}, λr are quadratic in d({fα}, {Rα}). More precisely we
need to measure the distance between {fα} and the systems obtained
from rotations (maybe different from {Rα}) by a change of variables.

We now state two consequences of our main results.

Corollary 1. If {fα} are C0 conjugated to rotations then they are C∞

conjugated to rotations.

Remark. Some sufficient conditions for {fα} being C0-conjugated to
rotations are given in [12].

Corollary 2. If d is even and R1 . . . Rm generate SOd+1 then the sys-
tem {Rα}

m
α=1 is stably ergodic. That is if fα are sufficiently close to Rα

and preserve volume then {fα} is ergodic.

Recently there was a significant progress in the study of stable er-
godicity of a single diffeomorphism (see review [4]). Corollary 2 gives
a first example of a stably ergodic system where each individual dif-
feomorphism is not stably ergodic. In fact, for one diffeomorphism it
is known that some hyperbolicity is needed for stable ergodicity, since
in the elliptic setting KAM theory applies (see e.g. [30]). By contrast
our result shows that for several diffeomorphisms ellipticity does not
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contradict to stable ergodicity. Therefore the following conjecture is
natural.

Conjecture. Let M be a compact manifold and k be a sufficiently large
number. Let m ≥ 2. Then stable ergodicity is open and dense among
m-tuples of Ck volume preserving diffeomorphisms of M.

The proofs of the theorems occupy Sections 2–7. The proofs of the
corollaries are given in Sections 8–11.

2. Notation and background.

2.1. Given a sequence ω we let Fn(ω) = fωn
◦ . . . fω2 ◦ fω1 .

We shall write dk(f, R) = maxα dCk(fα, Rα).

2.2. We denote by Gr,d the bundle of r dimensional planes in TSd. Let
Vs

d denote the space of Cs–vectorfields on Sd. Given natural actions of
SOd+1 on Cs(Sd), Cs(Gr,d), C

s(SOd+1), and Vs
d let −∆ be the image

of the Casimir operator. (The properties of ∆ used in this paper could
be found for example in [13].) We let Hλ(S

d), Hλ(Gr,d), Hλ(SOd+1),
Hλ(V

s
d) be the space of eigenvectors of ∆ with eigenvalue λ. Let M

denote the operator acting on the space of functions (the functions can
be defined either on Sd or SOd+1) as follows

(2) (MA) (x) =
1

m

m∑

α=1

A(Rαx).

Let L act on Vs
d as follows

(3) (LX) (x) =
1

m

m∑

α=1

dRαX(R−1
α x).

Let Lλ and Mλ be restrictions of L and M to Hλ. Below we discuss
the spectrum of L, the results for M are identical.

Proposition 1. ([8]) There exist constants k1(d,m), k2(d,m), such
that for any rotations R1 . . . Rm generating SOd+1 there exist constants
C1(R1 . . . Rm), C2(R1 . . . Rm) such that

||Ln
λ|| ≤ C1λ

k1

(
1 −

1

C2λk2

)n

.

Moreover C1 and C2 can be chosen to depend continuously on R1 . . . Rm.
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2.3. We denote by || ||s the usual Cs-norms and by || ||Hs the
Sobolev norms: ||A||Hs =< (I + ∆)sA,A >1/2. By elliptic regular-
ity of the Laplacian these norms satisfy

(4) ||A||s ≤ Cs||A||Hs+a, ||A||Hs ≤ Cs||A||s+a

for some fixed constant a (here and throughout the paper Cs denote
some constants which value is not fixed).

The following estimates on products and compositions are true:

(I) ||AB||s ≤ Cs(||A||s||B||0 + ||A||0||B||s)

(II) ||φ ◦ A||s ≤ Cs||φ||s(1 + ||A||0)
s(1 + ||A||s)

and if φ is quadratic in A,B (that is φ(0, 0) = 0, Dφ(0, 0) = 0) we have
without expliciting the dependence in φ

(III) ||φ(A,B)||s ≤ Cs(1+||A||0+||B||0)
s+1(||A||0+||B||0)(||A||s+||B||s).

Inequality (I) is proven in [16], Theorem A.7. Inequality (II) is proven
by induction on s using the fact that

||A||1||A||s ≤ Cs||A||0||A||s+1

(this follows from the Hadamard inequalities ||A||t ≤ Cs||A||
a0
t0 ||A||

a1
t1

if t = a0t0 + a1t1, a0 + a1 = 1, see [16], Lemma A.2) and the third
inequality follows from the second since any quadratic φ can be written
as

φ(x, y) = q1(x, x)ψ1(x, y) + q2(x, y)ψ2(x, y) + q3(y, y)ψ3(x, y)

where q1, q2, q3 are bilinear forms and ψi(x, y), i = 1, 2, 3 are smooth
functions the Cs-norms of which are related to those of φ.

2.4. Let Tλ and Rλ denote the projections on

⊕λ̄≤λHλ̄ and ⊕λ̄>λ Hλ̄.

We then have for s̄ ≥ s

(5) ||TλA||s̄ ≤ Csλ
k3+((s̄−s)/2)||A||s,

(6) ||RλA||s ≤ Csλ
k3−((s̄−s)/2)||A||s̄.

Indeed the above inequalities are obvious for Sobolev norms (with
k3 = 0). Observe that for Sobolev norms (5) is true even without
the restriction s ≤ s̄.

Now to get (5) use (4) to compare ||TλA||s̄ with ||TλA||H s̄+a and ||A||s
with ||A||Hs−a.

To get (6) consider two cases:
(I) s̄ ≥ s+ 2a. Then we can argue as for (5) comparing Sobolev and

smooth norms.
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(II) s̄ < s+2a. Then the result follows from the fact that Rλ = 1−Tλ

and (5).

2.5. Proposition 1 and the estimates of Sections 2.3, 2.4 imply that
there exists constants b, γ such that

(7) ||LnX||s = T0X +O

(
||X||s̄+b

nγ(s̄−s)

)

for all s ≤ s̄.
Observe that if we define K(X) = −

∑∞
j=1 L

jX, we have

||K(TλX)||s ≤ Csλ
k4||X||s

for all X with T0X = 0.

2.6. Let Xα(x) = [exp−1
x (R−1

α fαx)] and εs = maxα(||Xα||s). For a
vectorfield Y let ψY (x) = expx(Y (x)). We now make a change of vari-

ables x̃ = ψY (x) where Y is a small vectorfield. Then f̃α = ψY fαψ
−1
Y

corresponds (up to higher order terms) to

(8) X̃α = Xα − Y +R−1
α Y

where (R−1
α Y ) is a shortcut for dR−1

α Y (Rα(x)). Our goal is to find Y

so that X̃α has the simplest possible form.

3. Plan of the proof of Theorem 1.

3.1. Invariant measures. Our starting point is to observe that since
Rα generate SOd+1 the Markov process where x moves to Rαx with
probability 1

m
has unique invariant measure (Haar). We shall use this

observation to study the invariant measures for the process (1).

Let S̃d and G̃r,d denote m disjoint copies of Sd and Gr,d respectively

and let Ṽd be the space of vectorfields on S̃d. Thus the point in G̃r,d is
a triple (x,E, α) where α is an index of the sphere, x ∈ Sd and E is an

r dimensional plane in TxSd. Ṽd is the space of m-tuples of vectorfields
on Sd. In particular we can regard {Xα} as one vectorfield on S̃d given

by X(x, α) = Xα(x). On G̃r,d we consider a Markov process

(9) ((x,E), w1) → (F̂n(w)(x,E), wn+1)

where F̂ (x,E) = (F (x), dF (x)E). In other words if our process is at
state (x,E, α) then we apply fα to x, dfα to E and choose the next
symbol randomly from the uniform distribution on {1 . . .m}. Observe
that (9) and (1) are essentially the same processes but (9) is more
convenient for bookkeeping if we want to consider observables which
depend not only on x but also on the diffeomorphism we are applying
each time.
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Let M̃ be the transition operator for the random rotations. That is

(10)
(
M̃A

)
(x, α) =

1

m

m∑

β=1

A(Rαx, β) = E(x,α)A(x1, α1).

Then by induction

(
M̃NA

)
(x, α) =

1

m

m∑

β=1

(
MN−1A(·, β)

)
(Rαx)

where M acts by (2) where A is considered as a function of x with the
second variable being fixed. Therefore the estimates of Sections 2.2
and 2.5 are valid for M̃.

The following statement is proven in Section 4.

Proposition 2. Given δ > 0 there exist constants C, k5, k6 and a bi-
linear form ω : Ck5(G̃r,d) × Ṽk6

d → R such that if µ is any invariant
measure for the Markov process (9) then
∣∣∣∣∣µ(A) −

∫

G̃r,d

A(x,E)dxdE − ω(A,X)

∣∣∣∣∣ ≤ C||A||k5 (dk6(R, f))2−δ .

Here dxdE denotes the Haar measure on G̃r,d (the unique probability
measure invariant under SOd+1× permutations).

Remark. More information about the smoothness of invariant mea-
sures (in the context of deterministic dynamical systems) can be found
in [18, 27, 28]. The time dependent case which is close to our setting
is discussed in [2].

3.2. Let R−1, L̃ denote the operators on Ṽd given by

(R−1X)(x, α) = dR−1
α X(x, α), (L̃X)(x, α) =

1

m

m∑

β=1

dRβXβ(R−1
β x).

The operators L̃ and M̃ are adjoint in the following sense: if X and A
are respectively a vector field and an observable on S̃d we have

(11) < X,M̃A >=< L̃X,A >

where < Y,B > (Y and B being respectively vector field and observable

on S̃d) denotes integration of ∂YB on S̃d with respect to Haar measure.

(See Section 4 for a proof of (11).) Note that L̃ preserves the space Vd

of vectorfields which are the same on each copy of Sd and L̃(Ṽd) = Vd,

L̃|Vd = L. Thus the estimates of Sections 2.2 and 2.5 are valid for L̃.
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If T0X = 0 let Y = −
∑∞

j=1 L̃
jX. Observe that Y does not depend on

the second variable so it can be regarded as a vectorfield on Sd. Let

(12) X̃ = X − Y +R−1Y,

(see (8)). Then since L̃(R−1Y ) = Y we have

(13) L̃X̃ = L̃X − Y +

(
∞∑

j=2

L̃jX

)
= 0.

3.3. Lyapunov exponents. The following statement is proven in Sec-
tion 5.

Proposition 3. (a) There exist constants C, k7 and quadratic form

q(r) : Ṽk7
d → R such that if µ is any invariant measure for x → Fnx

then

|Λr(µ) − q(r)(X)| ≤ Cd3−δ
k7

(f, R),

(b) Given Y let X̃ = X − Y +R−1Y, then for all r we have

q(r)(X̃) = q(r)(X).

(c) If L̃(R0(X)) = 0 then

|Λr(µ) − (q1(X)r + q2(X)r(d− r))| ≤ Cd3−δ
k7

(f, R),

|λr(µ) − (q1(X) + q2(X)(d− 2r + 1))| ≤ Cd3−δ
k7

(f, R),

where

q1(X) = −
1

2dm

∑

α

∫

Sd

(divXα)2 dx.

q2(X) =
1

(d+ 2)(d− 1)m

∑

α

∫

Sd

Tr

[
DXα +DX∗

α

2
−

TrDXα

d

]2

dx.

(d) If L̃(R0(X)) = 0 then

|λd| ≥ Const
∑

α

∫

Sd

< ∆Xα, Xα > dx− Const||X||3−δ
k7

.

Remark. The change of Lyapunov exponents for small perturbations
of elliptic systems were studied in [11, 5] etc.
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3.4. Construction of the conjugation. To prove our main result
we assume that for each ǫ > 0 there exists a measure µǫ such that

(14) λd(µǫ) > −ǫ

and show that fα are simultaneously conjugated to rotations. The
conjugation will be defined inductively. Let fα,0 = fα, φ0 = id, Rα,0 =
Rα. Assume that we have already constructed φp such that fα,p =
φpfαφ

−1
p satisfy ds(fα,p, Rα,p) ≤ εp,s for some rotations close to Rα,0.

For N > 1 big enough let

(15) λp = N (1+τ)p

where 0 < τ < 1. Let K̃ = −
∑∞

k=1 L̃
k. Define

Xα,p = exp−1[(R−1
α,pfα,p)],

Ŷp = K̃(R0Xp),

Yp = Tλp
(Ŷp) = K̃(Tλp

R0Xp) = −
∞∑

k=1

L̃k(Tλp
R0Xp)

φp+1 = ψYp
φp.

Then fp+1 = Rp exp(Zp) with

Zp = Xp − Yp +R−1
p Yp +O2(Xp, Yp)(16)

= Xp − Tλp
Xp +

(
Tλp

Xp − Yp +R−1
p Yp

)
+O2(Xp, Yp)(17)

where O2(Xp, Yp) denotes a quadratic expression in (Xp, Yp) (in the
sense of 2.3 (III)). Let us set

X̂p = Xp − Ŷp +R−1
p Ŷp,

X∗
p = Tλp

(X̂p) = Tλp
Xp − Yp +R−1

p Yp.

By construction L̃(R0X̂p) = 0 and since we are assuming (14) Propo-
sition 3(d) enables us to conclude that

(18) ||X∗
p − T0X

∗
p ||H1 ≤ ||X̂p − T0X̂p||H1 = O(ε

(1+σ)
p,k7

)

(1 + σ = ((3/2) − (δ/2)) and by Sections 2.3, 2.4 (remember that
X∗

p = Tλp
X∗

p !)

(19) ||X∗
p − T0X

∗
p ||s ≤ Csλ

s/2+k3
p ε

(1+σ)
k7,p .

Observe also that ∆(T0X
∗
p ) = 0 so ψT0X∗

p
is a rotation. Let

Rα,(p+1) = ψ(T0X∗
p )α
Rα,p.

We can then write
fp+1 = Rp+1 exp(Xp+1),
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with

Xp+1 = Zp − T0X
∗
p +O2(Zp, T0Xp)

= (X∗
p − T0X

∗
p ) +Wp + (X̂p −X∗

p )

where Zp is given by (16) and Wp is quadratic in Xp. Combining (19)
with the estimates of Sections 2.3,2.4 we get for any integers s̄, s, such
that s̄ ≥ s

(20)

εp+1,s ≤ Cs,s̄

(
1+λa

pεp,k8

)s+1(
λa+s/2

p ε1+σ
p,k8

+λa
pεp,sεp,0+λ

a−(s̄−s)/2
p εp,s̄

)

where a, k8, σ are some positive constants. Namely, in the second factor
in the RHS of (20) the first term comes from (19), the second term

estimates Wp and the third term comes estimates X̂p −X∗
p = Rλp

X̂p.
The first factor comes from 2.3(III). (Obviously (20) remains valid if
all term in the RHS are multiplied by

(
1 + λa

pεp,k8

)s+1

not only Wp-part.) We shall choose 0 < τ < σ.

3.5. Convergence of iterations. The following statement is proven
in Section 6.

Proposition 4. There exists s0, such that if maxα ds0(fα, Rα) is small
enough then for any m > 0, s ≥ 0 there exists a constant Cs,m such
that for any p

εp,s ≤ Cs,mλ
−m
p

(in that case we write εp,s = O(λ−∞
p ))

Proposition 4 implies that φp C
∞-converge to a limit φ∞ and that

Rα,∞ = φ∞fαφ
−1
∞ are rotations. This proves Theorem 1.

Remark. The iteration procedure we have just decribed is reminiscent
of KAM theory. The first application of KAM techniques to hyperbolic
dynamics is [6]. The idea to use it to establish stable ergodicity is due
to [17]. Some further applications of KAM to hyperbolic dynamics can
be found in [7]. In our paper the unavoidable use of a Nash-Moser type
iteration procedure (due to the fact that the operator L displays loss
of derivatives properties) has to be coupled at each step with perturba-
tive computations of invariant measures and Lyapunov exponents. If
at each step these perturbative formulas do not give valuable informa-
tion on Lyapunov exponents, then a KAM step can be performed and
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we eventually get a conjugacy result (see [21] for an analogous situa-
tion where a KAM scheme and a renormalization scheme are run in
parallel).

4. Invariant measures.

Proof of Proposition 2. Our proof is similar to [9], however we are able
to get better estimates since we deal with a more explicit situation.

We note that Gr,d = SOd+1/(SOr×SOd−r), so it is enough to provide
the asymptotic expansion for the invariant measures for the process on

S̃Od+1 given by gα+1 = fαgα where fα are close to Rα. Observe that
fα can be lifted to SOd+1 because SOd+1 is a frame bundle of Sd. The
procedure to get the lift is the following. Define for any base F =
(e1, . . . , ed+1) of Rd+1 the orthonormal base Orth(F) = (e′1, · · · , e

′
d+1)

obtained by applying the Gram-Schmidt orthonormalization procedure
to F in such a way that Span(e′1, . . . , e

′
i) = Span(e1, . . . , ei) (1 ≤

i ≤ d + 1). Next, any orthonormal base e1, e2 . . . ed+1 can be con-
sidered as a orthonormal base in the tangent space Te1S

d. Let now
F0 = (e1, . . . , ed+1) be a fixed orthonormal base of Rd+1. ForQ ∈ SOd+1

let F(Q) = Q(F0). Then Q → F(Q) is an diffeomorphism between
SOd+1 and the space of frames in Rd+1. If f : Sd → Sd is a diffeo-
morphism we can lift it to a diffeomorphism f of SOd+1 as follows.

f(Q) = P iff F(P ) = Orth(f̂F(Q)), where

f̂((ē1, ē2, . . . ēd+1)) = (f(ē1), dfē1 ē2, . . . dfē1 ēd+1).

It is clear that the lift of a rotation of the sphere is this rotation and that
composition of maps commute with the lift procedure. We now make
the following remark. If f is a diffeomorphism of the sphere Sd there
is canonically defined a diffeomorphism f̃ on the Grassmann bundle
Gr,d such that π1 ◦ f̃ = f ◦ π1 (where π1 is the canonical projection
from Gr,d to Sd). On the other hand the above procedure defines a
diffeomorphism f on SOd+1 such that f ◦ π2 = π2 ◦ f (where π2 is the
canonical projection from SOd+1 to Sd). From construction it is clear

that π3 ◦ f = f̃ ◦π3 where π3 is the canonical projection SOd+1 → Gr,d.
We denote points of SOd+1 by z. Thus z = (g, α) where g ∈ SOd+1,

α ∈ {1 . . .m}. dz denotes the Haar measure on S̃Od+1. Let Xα =
exp−1(R−1

α fα). We shall write ε = maxα dr(fα, Rα) for some sufficiently
large r.

Let
N = (1/ε)δ/3

where δ is as in Proposition 2. Let s1 = 3/(γδ) where γ is the constant
from (7). Thus N−γs1 = ε3.
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Let M̃ be the transition operator for random rotations acting on

SOd+1 (see (10)). For each realization {z
(ε)
n } = {(g

(ε)
n , αn)} of our

Markov process starting from z let {z
(0)
n } = {(g

(0)
n , αn)} be the cor-

responding unperturbed realization. Thus z
(ε)
0 = z

(0)
0 = z, g

(0)
n+1 =

Rαn
g

(0)
n . It follows by induction that for all n ≤ N

(21) g(ε)
n = exp

g
(0)
n
Yn(ε),

where

(22) Yn(ε) =

n−1∑

p=0

Rp,nX(g(0)
p ) +O(ε2n3)

and Rp,n = Rαn−1 . . . Rαp+1Rαp
. Indeed it is easy to see by induction

that

(23) ||Yj(ε)|| ≤ Constεj

and (23) implies that the error term in (22) is less than Const
∑n

j=1(εj)
2.

Let M̃ε be the transition operator for the perturbed process

(
M̃εA

)
(x, α) =

1

m

m∑

β=1

A(fαx, β).

Then (21) implies that

(24)
(
M̃N

ε A
)

(z) =
(
M̃NA

)
(z) + Ez(∂YA(z(0)

n )) +O
(
ε2N3||A||2

)
.

By (7) the first term in (24) is

M̃NA =

∫

fSOd+1

A(z)dz +O(||A||s1+bε
3).

Using (22) and (10) the second term in (24) can be rewritten as

N−1∑

p=0

M̃p
(
∂X

(
M̃N−pA

))
.

Calling q = N−p we see that the second term in (24) is
∑N

q=1 σq where

σq = M̃N−q
(
∂X

(
M̃qA

))
. For σq we have two estimates.

(I) By (7)

σq =

∫

fSOd+1

(
∂X

(
M̃qA

))
dz +O

(
||∂X

(
M̃qA

)
||s1+b(N − q)−γs1

)

where b is a constant from (7). We shall use this estimate for q ≤ N/2,
then the second part is O(||X||s1+b||A||s1+b+1ε

3).
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If q > N/2 we use

(II) σq = O(||∂X

(
M̃qA

)
||0) = O

(
||X||0||A||s1+b+1

qγs1

)
= O(||A||s1+b+1ε

3)

because M̃qA =
(∫

A(z)dz
)
1 + κq where ||κq||1 = O(||A||s1+b+1/q

γs1)
and ∂X1 = 0. Observe that (II) also implies that

N/2∑

q=1

∫

fSOd+1

(
∂X

(
M̃qA

))
dz =

∞∑

q=1

∫

fSOd+1

(
∂X

(
M̃qA

))
dz+O(ǫ3||A||s1+b+1).

Combining these bounds we get

M̃εA =

∫

fSOd+1

A(z)dz+

∞∑

q=1

∫

fSOd+1

(
∂X

(
M̃qA

))
dz+O(ǫ2N3||A||s1+b+1).

If µ is an invariant measure then µ(M̃N
ε A) = µ(A) and the result

follows. �

Corollary 3. If L̃(R0X) = 0 then ω(A,X) = 0.

Proof. Again it is enough to prove this result for the perturbed process

on S̃Od+1. We have an explicit formula

ω(A,X) =

∞∑

q=1

∫

S̃Od+1

∂X

(
M̃qA

)
dz.

Next if B is any function on S̃Od+1 and Y is any vectorfield then we
have the identities∫

S̃Od+1

∂YBdz =

∫

S̃Od+1

∂R0Y (R0B)dz

(since T0 and R0 are orthogonal and T0B is piecewise constant) and
∫

S̃Od+1

∂Y (M̃B)dz =
1

m

∫

SOd+1

m∑

α=1

∂Y (g,α)(M̃B)(g, α)dg

=
1

m2

∫

SOd+1

m∑

α=1

m∑

β=1

∂Y (g,α)B(Rαg, β)dg

=
1

m2

∫

SOd+1

m∑

α=1

m∑

β=1

∂dRαY (R−1
α h,α)B(h, β)dh

=

∫

S̃Od+1

∂L̃YBdz.
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Thus∫

S̃Od+1

∂X

(
M̃qA

)
dz =

∫

S̃Od+1

∂R0X

(
M̃qR0A

)
dz =

∫

S̃Od+1

∂L̃q(R0X)R0Adz = 0.

�

5. Lyapunov exponents.

The proof of Proposition 3 relies on the following elementary formula
(see Appendix A).

Lemma 1. Let L(ε) = 1 + εL1 + ε2L2 +O(ε3). Denote

Λr =

∫

Gr,d

ln det(L(ε)|E)dE, λr = Λr − Λr−1.

Then
Λr = ε

r

d
TrL1+

ε2

[
r

d
TrL2 −

r

2d
TrL2

1 +
r(d− r)

(d+ 2)(d− 1)
TrK2

]
+O

(
ε3
)
.

λr = ε
1

d
TrL1+

ε2

[
1

d
TrL2 −

TrL2
1

2d
+

d− 2r + 1

(d+ 2)(d− 1)
TrK2

]
+O

(
ε3
)
.

where

K =
L1 + L∗

1

2
−

TrL1

d
.

Proof of Proposition 3. (a) Write

R−1
α dfα = 1 + aα + bα + . . .

where aα are linear in Xα and bα are quadratic. It will be convinient
to treat a and b as defined on G̃r,d. Now

Λr(µ) =

∫

G̃r,d

ln det(dfα|E)(x)dµ̄(x,E)

where µ̄ is an invariant measure on G̃r,d projecting to µ (see [19], page
94). By Proposition 2
(25)

Λr(µ) =
1

m

∑

α

∫∫
ln det(dfα|E)(x)dxdE+ω (Tr(a|E), X)+O

(
||X||3−δ

k7

)
.

Now
1

m

∑

α

∫∫
ln det(dfα|E)(x)dxdE =
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1

m

∫
ln det ((1 + aα + bα) |E) (x)dxdE +O

(
||X||3−δ

k7

)
.

Next for fixed x Lemma 2 gives

(26)

∫
ln det ((1 + aα + bα) |E) (x)dE =

r

d
[Traα(x) + Trbα(x)]−

r

2d
Tr(a2

α)(x)+
r(d− r)

(d+ 2)(d− 1)
Tr(c2α)+O

(
||X||3k7

)

where

cα =
aα + a∗α

2
−

Traα

d
.

On the other hand

det(dfα)(x) = 1 + Traα + Trbα +
(Traα)2

2
−

Tra2
α

2
+O

(
||X||3k7

)
.

Since ∫

Sd

det(dfα)(x)dx = 1

we get

(27)
r

d

∫

Sd

(
Traα + Trbα −

Tra2
α

2

)
dx = −

r

2d

∫

Sd

(Traα)2dx

Combining (25), (26) and (27) we get (a).
(b) is clear since Lyapunov exponents are independent of the choice

of coordinates.
(c) follows from (25), (26), (27) and Corollary 3.
To get (d) we rewrite

λd =

−
1

(d+ 2)m

(
∑

α

1

2

∫

Sd

(divXα)2dx+
∑

α

∫

Sd

Tr

(
DXα +DX∗

α

2

)2

dx

)
+O

(
||X||3−δ

k7

)
.

Thus

|λd| ≥ Const
∑

α

∫

Sd

(divXα)2 dx− O
(
||X||3−δ

k7

)
≥

Const
∑

α

∫

Sd

< ∆Xα, Xα > dx− O
(
||X||3−δ

k7

)
. �
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6. Convergence of iterations.

Proof of Proposition 4. By shifting the index s by k8 and changing
the value of a we can simplify (20) as follows

(28)

εp+1,s ≤ Cs,s̄

(
1 +λa

pεp,0

)s(
λa+s/2

p ε1+σ
p,0 + λa

pεp,sεp,0 + λa−(s̄−s)/2
p εp,s̄

)

So it is enough to show that (28) implies that εp,s = O(λ−∞
p ).

6.1. We first prove that if N in (15) is big enough then there exist
positive real numbers γ0 > a, s0, b such that for any p ≥ 0

εp,0 ≤ λ−γ0
p(29)

εp,s0 ≤ λb
p(30)

provided these estimates are true for p = 0. In view of (20) where we
make s = 0, s̄ = s0 and s = s0, s̄ = s0 we just have to check that

3 × 2s0Cs0λ
a
pλ

−(1+σ)γ0
p ≤ λ−γ0(1+τ)

p , 3 × 2s0Cs0λ
a+s0/2
p λ−(1+σ)γ0

p ≤ λb(1+τ)
p ,

(31)

3 × 2s0Cs0λ
a
pλ

−2γ0
p ≤ λ−γ0(1+τ)

p , 3 × 2s0Cs0λ
a
pλ

−γ0
p λb

p ≤ λb(1+τ)
p ,

(32)

3 × 2s0Cs0λ
a−s0/2
p λb

p ≤ λ−γ0(1+τ)
p , 3 × 2s0Cs0λ

a
pλ

b
p ≤ λb(1+τ)

p ,

(33)

that is (provided N is big enough)

a < γ0(σ − τ), a + b < −γ0(1 + τ) + s0/2

a < τb, s0/2 − (1 + σ)γ0 < b(1 + τ) − a

(We have four conditions here because the inequalities in the right col-
umn of (32) and (33) follow from the others.) If we take b > a/τ ,
s0/2 = γ0(1 + τ ′) with τ < τ ′ < σ, and if γ0 is big enough (for further
purpose we impose (τ ′−τ)γ0 > (b+a); see subsection 6.3), this inequal-
ities are satisfied. Then take N big enough so that the estimates (29)
are satisfied for p = 0.

6.2. Next we show two lemmas.

Lemma 2. If a/(σ−τ) < γ < c/(1+τ) and if up is sequence of positive
real numbers converging to zero and satisfying

up+1 ≤ C(λa
pu

1+σ
p + λ−c

p )

then up = O(λ−γ
p )
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Proof. We can assume 0 < up < 1. Observe that

2Cλa
pλ

−γ(1+σ)
p ≤ λ−γ(1+τ)

p , 2Cλ−c
p ≤ λ−γ(1+τ)

p

if p is big enough. Now

i) either for any p the inequality up > λ−γ
p is true and then

λ−c
p < uc/γ

p < u1+τ ′

p

for some τ < τ ′ < σ. Hence

up+1 ≤ 2Cλa
pu

1+τ ′

p

and since lim up = 0 this implies up = O(λ−∞
p ).

ii) or there exists pk → ∞ such that upk
≤ λ−γ

pk
and then the induction

can be initiated. �

The next lemma is similar to but easier than Lemma 2 so we leave
the proof to the reader.

Lemma 3. Let sequence up ≥ 0 satisfy

up+1 ≤ C(λ−γ1
p up + λ−γ2

p )

for some γ2 > 0, γ1 ∈ R.
(a)If γ1 < 0 then up = O(λb

p) for any b > |γ1|/τ.

(b) If γ1 > 0 then up = O(λ−b
p ) for any b < min(|γ1|/τ, γ2/(1 + τ)).

6.3. Let us choose τ ′′ such that τ ′ < τ ′′ < σ. We now prove by
induction on k that the sequences γk, sk such that

sk =
1 + τ ′′

1 + τ ′
sk−1, γk =

1

1 + τ ′
(sk/2)

satisfy the following property: for any p ∈ N

(Pk) εp,0 = O(λ−γk
p ), εp,sk

= O(λb
p).

Observe that

εp+1,sk
≤ Csk

(λ(sk/2)+a
p ε1+σ

p,0 + λa
pεp,0εp,sk

+ λa
pεp,sk

)

and since (Pk−1) holds λ
(sk/2)+a
p εp,0 = O(λ

(sk/2)+a−(1+σ)γk−1
p ) with

(sk/2) + a− (1 + σ)γk−1 = (τ ′′ − σ)γk−1 + a < 0.

Lemma 3(a) gives εp,sk
= O(λb

p) with b > a/τ .
Also

εp+1,0 ≤ Csk
(λa

pε
1+σ
p,0 + λa

pε
2
p,0 + λa−(sk/2)εp,sk

)

and
a

σ − τ
< γk <

(sk/2) − a− b

1 + τ
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since γk(1 + τ) < (1 + τ ′)γk − (b+ a). Lemma 2 then applies.

6.4. Since γk → ∞, we have proven that εp,0 = O(λ−∞
p ) and since for

any s

εp+1,s ≤ Cs(λ
(sk/2)+a
p ε1+σ

p,0 + λa
pεp,0εp,s + λa−[(sk−s)/2]

p εp,sk
)

the fact that sk → ∞ and Lemma 3(b) imply that εp,s = O(λ−∞
p ) for

any s ∈ N.

7. Ratio of the exponents.

Proof of Theorem 2. Choose a large constant K. If |q(d)(X)| >
Kd3−δ

k7
(f, R) then the result follows from Proposition 3. In general

consider φp and fα,p constructed in Section 3. Then either for some p

(34) |q(d)(Xp)| > Kd3−δ
k7

(fp, Rp)

and then the results holds by Proposition 3 applied to {fα,p} or (18)
holds for all p. Hence {fα} are conjugated to rotations by the estimates
of Section 3.4. �

8. Invariant manifolds.

Here we recall some facts about stable and unstable manifolds of
random transformations. More detailed information can be found in
[23], Chapter III (see also [3]). Given an infinite word w and x ∈ Sd let

W s(x, w) = {y : d(Fn(w)x, Fn(w)y) → 0 exponentially fast, n→ ∞}.

W u(x, w) = {y : d(F−n(w)x, F−n(w)y) → 0 exponentially fast, n→ ∞}.

Then for almost all x, w W s(x, w) and W u(x, w) are C∞ manifolds.
We endow W ∗(x, w) with induced Riemannian distance. Let r(x, w)
denote the injectivity radius of W s(x, w) and let W s

l (x, w) denote the
l-ball in W s(x, w).

In our analysis we shall use the absolute continuity of W s. The ab-
solute continuity has three manifestations.

(AC1) For almost all w the following holds. Let Ω ⊂ Sd be a set
such that for almost all x the leafwise measure mes(W s(x, w)

⋂
Ω) = 0

then Leb(Ω) = 0.
(AC2) Conversely, for almost all w the following holds. Let V be a

submanifold of dimension d− [d/2] ([. . . ] denotes the integer part). Let

K = {x ∈ V : W s(x, w) is transversal to V }.

Let Ω ⊂ Sd be a set such that there is a positive measure subset K̃ ⊂ K
such that for x ∈ K̃ the leafwise measure mes(W s(x, w)

⋂
Ω) > 0 then

Leb(Ω) > 0.
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(AC3) For almost all w the following holds. Let V1 and V2 be sub-
manifolds of dimension d− [d/2]. Choose a number l and let

K1 = {x ∈ V1 : W s(x, w) is transversal to V1, Card(W s
l (x, w)

⋂
V2) = 1

and this intersection is transversal}.
Let p : K1 → V2 be the holonomy map along the stable leaves and

let K2 = p(K1). Then p is absolutely continuous in the sense that it
sends measure zero sets to measure zero sets.

Given a pair of numbers l, κ we say that the pair x, w is (l, κ)–
standard if r(x, w) > l and the sectional curvatures of W s

l (x, w) have
absolute value at most κ.

Suppose now what fα are volume preserving and d is even so that all
Lyapunov exponents are non-zero. Let ρ = minµ minj |λj(µ)|. Given
C, ǫ denote by ΛC,ǫ the Pesin set

(35) ΛC,ǫ = {(x, ω) ||dFk,j+k|Es|| ≤ Ceǫk−ρj

(36) ||dFk,k−j|Eu|| ≤ Ceǫk−ρj

(37) ∠(Es(Fk(x)), Eu(Fk(x))) ≤
(
Ceǫk

)−1
}.

Proposition 5. (See [3]) Given C, ǫ there exist l, κ such that all points
in ΛC,ǫ are (l, κ)-standard.

Finally we need the following estimates on the size of stable manifolds
in case all exponents are negative.

Proposition 6. Let gj be a sequence of diffeomorphisms of a compact
manifold N uniformly bounded in C2, Gj = gj ◦ · · · ◦ g1. Then given ρ
there exists a constant K such that if v ∈ N is such that

||dGj(v)|| ≤ Ce−ρj

then

r(W s(v)) ≥
1

CK
.

The proof of this proposition is very similar to the proof of Lemma
2.7 of [1] and we leave it to the reader.

9. Continuous conjugation.

Proof of Corollary 1. If {fα} are not C∞ conjugated to rotations
then by Theorem 1 λd < 0 for all invariant measures. In particular,
there exist x, w such that W s(x, w) 6= {x}. Hence {fα} can not be C0

conjugated to rotations. �
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10. Stable ergodicity.

10.1. In this section we prove Corollary 2. Let {fα} be close to {Rα}.
Since the ergodicity is clear in case {fα} can be simultaneously lin-
earized we assume below that Markov process (1) has non-zero expo-
nents.

10.2. Large deviations. In this section we assume that fα preserve
volume. The following result is proved in Section 11. Note that the
fact that d is even is not used until the part (c) of Corollary 4.

Lemma 4. Fix ǫ > 0. Then if λi 6= 0 and {fα} are sufficiently close to
{Rα} then there exist constants C, θ < 1 such that for any x ∈ Sd for
any r for any r-dimensional E ⊂ TxSd we have

Prob

(∣∣∣∣
ln det(dFn(x)|E)

n
−
r(d− r)

d− 1
λ1

∣∣∣∣ > ǫλ1

)
< Cθn

Corollary 4. (a) There exist constants C1, C2 and θ < 1 such that for
any x ∈ Sd for any r for any r-dimensional E ⊂ TxSd we have

Prob

(
∀v ∈ E ||dFn(x)v|| ≥ C1 exp

([
d− 2r + 1

d− 1
− ǫ

]
λ1n

))
≥ 1−C2θ

n.

(b) Let E
(r)
+ and E

(r)
− be the Lyapunov spaces generated by r largest

and d − r smallest exponents respectively. Then there exist constants
C, β such that for any x ∈ Sd for any r for any r-dimensional space E
for any ε

(38) Prob
(
∠(E,E

(r)
− ) ≤ ε

)
≤ Cεβ.

(c) For each ε > 0 there exist constants l, κ, α such that for any x for
any d/2-dimensional E the event

(x, w) is (l, κ)–standard and

(39) ∠(W s(x, w), E) > α

has probability greater than 1 − ε.

10.3. Regular points. By Birkhoff Ergodic Theorem for almost all
x, w and for all continuous functions A there exists a limit

νx,w(A) = lim
N→∞

1

N

N−1∑

j=0

A(Fj(w)x).

Also it is well known what for random systems νx,w does not depend
on w, that is for almost all x there exists a measure νx such that for
almost all w we have νx,w = νx. (One way to see this is to observe that
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by Birkhoff Ergodic Theorem the limits as N → ∞ and as N → −∞
coincide almost surely. However the first limit depends only on wj,
j ≥ 0 and the second limit depends only on wj, j < 0. ) Let R0 be the
set of x such that there exists measure νx such that for almost all w

(40) ∀A ∈ C0(Sd)
1

N

N−1∑

n=0

A(Fn(w)x) → νx(A)

Let G = {(x, w) : (40) holds.} Denote

R0(x) = {y ∈ R0 : νy = νx}.

Define inductively Rj+1 = {x ∈ Rj such that for almost all w
W s(x, w)

⋂
Rj(x) has the full measure in W s(x, w)}. Let

Rj+1(x) = {y ∈ Rj+1 : νy = νx}.

We claim that for all j, Leb(Rj) = 1. This can be seen inductively.
Indeed for almost all x, w

• (x, w) ∈ G,
• Leb(y : (y, w) 6∈ G) = 0,
• (AC1)–(AC3) hold.

Since Leb(Sd −Rj−1) = 0, (AC1) implies that for almost all x, w

mes
(
W s(x, w) −

(
Rj−1

⋂
G
))

= 0.

However if (x, w) ∈ G, (y, w) ∈ G and y ∈ W s(x, w) then νy = νx. Let

R∞ =
⋂

j

Rj, R∞(x) = {y ∈ R∞ : νy = νx}.

Then Leb(R∞) = 1 and we want to show that for almost all x,

Leb(R∞(x)) = 1.

10.4. Positive measure. Here we recall an argument of Hopf (see [26,
3]) showing that for almost all x the set R∞(x) has positive measure.

Let

(41) ε = 0.1.

Let l, κ, α be such that Corollary 4(c) holds with this ε. Choose x ∈ R∞.
Choose a coordinate system near x. Take some l1 ≪ l. (More precisely
we mean that l1 should be so small that W s

l1
(x, w) is sufficiently close

to a d/2 dimensional plane for the purposes of determining transverse
intersections. So l1 depends only on l and κ. The readers should have
no difficulty of supplying the precise value of l1 if they wish to do so.)
Let w1 be a word such that

• (x, w1) is (l, κ)–standard,
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• mes(W s
l1
(x, w1) − R∞(x)) = 0.

Such words exist. Indeed the words satisfying the first property have
positive probability by Corollary 4(c) and Fubini and among whose
words almost all satisfy the second requirement by Section 10.3.

Let V = W s
l1
(x, w1). By Corollary 4(c) and Fubini there exist a word

w2 and a subset V1 ⊂ V
⋂

R∞(x) such that

• (AC1)–(AC3) hold
• mes(V ) > mes(V1)/2,
• for all y ∈ V1 (y, w2) is (l, κ)–standard and

(42) ∠(Es(y), TV ) ≥ α/2,

• mes(W s
l (y, w2) −R∞(x)) = mes(W s

l (y, w2) −R∞(y)) = 0.

By compactness of Gd/2,d and (42) for each sufficiently small δ1 there
exists a universal constant δ2 and a direction E such that if K = {E ′ :
d(E,E ′) < δ1} then for any E ′ ∈ K

∠(E ′, TV ) > α/4 and mes(y ∈ V1 : d(Es(y), E) ≤ δ1) ≥ δ2.

Let
Z1 =

⋃

d(Es(y),E)≤δ1

W s
l (y, w2).

By (AC2), Z1 has positive measure and by (AC1),

(43) Leb(Z1 − R∞(x)) = 0.

10.5. Large measure. Now take r ≪ l. By Corollary 4(c), Fubini and
Section 10.3 there exists a word w3 and a set Z2 such that

• Z2 has density 1 − 2ε in B(x, r),
• for all y ∈ Z2 the pair (y, w3) is (l, κ)–standard,
• for all y ∈ Z2 ∠(W s(y, w3), E) ≥ α,
• for all y ∈ Z2 (y, w3) ∈ G,
• mes (W s

l (y, w3) − (R∞(y)
⋂
G)) = 0.

Now consider y ∈ Z2. Recall that w2 satisfies (AC3). Applying this
with V1 as above and V2 = W s

l (y, w3) we get that W s
l (y, w3)

⋂
Z1 has

positive measure. By the last property in the definition of Z2 the set
W s

l (y, w3)
⋂
Z1

⋂
G has positive measure. Since W s

l (y, w3)
⋂
Z1

⋂
G

has positive measure and (y, w3) ∈ G (43) gives νy = νx. Thus Z2 ⊂
R∞(x). Recall (41). We have proved

Proposition 7. There exist r > 0 such that for all x ∈ R∞, R∞(x)
has density larger than 80 per cent in B(x, r).

Remark. In fact any number greater than 50 percent would suffice for
the proof.



22 DMITRY DOLGOPYAT AND RAPHAËL KRIKORIAN.

10.6. Full measure. Proof of Corollary 2. Let r1 be so small that
if x1 and x2 are with distance r1 to each over than the ball of radius
r centered at either point has density greater than 99 per cent inside
the r–ball around the other point. Then by Proposition 7 R∞(x1) =
R∞(x2) that is νx = νy. Thus almost all points are at the distance
more than r1 from the boundary of their ergodic component. This
imply that this boundary is empty. This proves Corollary 2. �

11. Large deviations.

Proof of Lemma 4. We show how to bound ln det(dFn(x)|E) from
below. That is, we estimate

Prob

(
ln det(dFn(x)|E) <

[
r(d− r)

d− 1
− ǫ

]
λ1

)
.

The bound from above is similar. By Theorem 2 λ1 > 0 implies that
there are integer n0 and ρ > 0 such that for any x,E

(44) E

(
ln det(dFn0(x)|E) −

[
r(d− r)

d− 1
−
ǫ

2

]
n0λ1

)
≥ ρ.

Indeed

ln det(dFn0(x)|E) =

n−1∑

j=0

ln det(dF (Fjx)|FjE)

so if (44) failed for infinitely many n (for some points (xn, En)) then

taking a weak limit of µn(A) = ( 1
n

∑n−1
j=0 M

j(A))(xn, En) we would get
an invariant measure on Gr,d violating Theorem 2.

Now using the Taylor expansion

|det(dFn0(x)|E)|−σ = 1 − σ |ln det(dFn0(x)|E)| +O(σ2)

we conclude that for small σ > 0 for all x, E we have

E




 det(dFn0(x)|E)

exp
(
n0λ1

[
r(d−r)
d−1

− ǫ
2

])




−σ
 ≤ γ(σ) < 1.

Iterating we obtain inductively

E




 det(dFkn0(x)|E)

exp
(
kn0λ1

[
r(d−r)
d−1

− ǫ
2

])




−σ
 ≤ γ(σ)k

and Lemma 4 follows by Chebyshev inequality. �

Proof of Corollary 4. In this proof we let PẼ denote the orthogonal

projection to Ẽ.
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(a) Take x,E as in the statement and let {e1, e2 . . . er} be an or-
thonormal frame in E. Denote Ej the span of e1, e2 . . . ej . Then by
Lemma 4 for large n for all i ≥ j
(45)

exp

([
d− 2j + 1

d− 1
− ǫ

]
λ1n

)
≤ ||PdFn(Ej−1)⊥ (dFn(ei)) || ≤ exp

([
d− 2j + 1

d− 1
+ ǫ

]
λ1n

)

except for the set of exponentially small probability. For arbitrary v ∈
E decompose v =

∑
j cjej. Take j such that |cm| exp(3ǫmnλ1) attains

the maximal value at m = j. Considering orthogonal complement to
dFn(Ej−1) we obtain that (45) implies that

‖dFn(v)‖ ≥ Constcj exp

([
d− 2j + 1

d− 1
− ǫ

]
λ1n

)

(the main contribution comes from cjej). On the other hand |cj | ≥
Const exp(−3ndλ1ǫ). Since ǫ is arbitrary (a) follows.

(b) We can restate (38) as follows. Given ε there exists δ̃ such that
for all x,E

Prob
(
∀E ′ : d(E,E ′) < ε E ′

⋂
E

(r)
− = {0}

)
≥ 1 − C̃εβ.

Now if E
⋂
E

(r)
− = {0} then E ′

⋂
E

(r)
− = {0} iff

(46) d(dFn(x)E, dFn(x)E ′) → 0, n→ ∞.

To show that (46) has large probability we apply Lemma 6 to the action
of dFn on r-dimensional Grassmanians. To apply this Lemma we need
to check that the derivative of this action is a strong contraction (except
for a set of exponentially small probability).

Now if E is an r-dimensional space then any space E ′ nearby is a
graph of a map L : E → E⊥. Now if Q is a matrix then Q(E ′) is a
graph of the map P(QE)⊥QLQ

−1. Thus we have to show what there

exists γ > 0 such that for any L : E → E⊥ for all n
∥∥P(dFn(E))⊥

(
dFnLdF

−1
n

)∥∥ ≤ C(w)e−γn

where the distribution of C(w) has a power tail. On the other hand for
all u ∈ E, v ∈ E⊥ there exists L such that Lu = v. Since L is arbitrary
the last inequality can be restated as follows

∀v ∈ E⊥ ∀n ∈ N

∥∥P(dFn(E))⊥ (dFn(v))
∥∥ /||v||

minu∈E ||dFn(u)||/||u||
≤ Conste−γn.
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Take γ = λ1

2(d−1)
, so that γ < minj(λj − λj−1). Now given N ≥ 1 let us

estimate the probability that for all n and v

(47)

∥∥P(dFn(E))⊥ (dFn(v))
∥∥ /||v||

minu∈E ||dFn(u)||/||u||
≥ Neγn.

Since {fα} are bounded in C2 there exists a constant c > 0 such that
(47) can only happen for n > c lnN. However by Lemma 4 and part
(a) of the present corollary for most trajectories the numerator is

O

(
exp

([
d− 2r − 1

d− 1
+ ǫ

]
λ1n

))

whereas the denominator is at least

Const exp

([
d− 2r + 1

d− 1
− ǫ

]
λ1n

)

and the exceptional set has measure at most Cθn. Therefore the prob-
ability that (47) holds for some n is less than

Const

∞∑

n=c lnN

θn = ConstN−c| ln θ|

and (b) follows.
(c) In view of Proposition 5 and part (b) of the present corollary it

remains to show that

Prob(x 6∈ ΛC,ǫ) → 0

as C → ∞. The fact that (36) fails on a small probability set follows
from part (a) and Borel-Cantelli. Applying part (a) to {f−1

α } we con-
clude that (35) fails on a small probability set. Finally, part (b) and
the fact that Eu does not depend on the future imply that

Prob(∠(Eu, Es) < ε) ≤ Constεβ.

This shows that (37) fails on a small probability set. �

Appendix A. Linear Algebra.

Proof of Lemma 1. Observe that

Λr = εα1(L1) + ε2α2(L1) + ε2α3(L2)

where α1 and α3 are linear and α2 is quadratic. To compute α1 write

α1(L1) = α1

(
L1 + L∗

1

2

)
+ α1

(
L1 − L∗

1

2

)
.
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Now

α1 (L1 − L∗
1) =

d

dε

∫

Gr,d

ln det
(
e(L1−L∗

1)ε|E
)
dE = 0

so we may assume that L1 is symmetric. Since α1 is invariant under
conjugations, we get α1 = a1Tr. Substituting L1 = 1 we get a1=r/d.

Next, letting L1 = 0 we obtain α3 = α1.
To compute α2 observe that Λr does not change if we replace L(ε)

by L(ε)e−εJ for any skew symmetric J. Take J =
L1−L∗

1

2
. Then

L(ε)e−εJ = 1 + ε(L1 − J) + ε2

(
L2 +

J2

2
− L1J

)
+ . . .

It follows that

(48) α2(L1) = α2

(
L1 + L∗

1

2

)
+
r

d
Tr

(
J2

2
− L1J

)
.

Now

(49) Tr

(
J2

2
− L1J

)
= Tr

(
L∗

1L1 − L2
1

4

)
.

Since α2 is invariant under conjugations, we obtain

(50) α2

(
L1 + L∗

1

2

)
= b1(TrL1)

2 + b2Tr

(
L1 + L∗

1

2
−

TrL1

d

)2

.

Substituting again L1 = 1 we get

(51) b1 = −
r

2d2
.

To compute b2 consider the case then L1 is a projection onto some
vector e. Then

det(L(ε)|E) =
√

(1 + ε)2 cos2 ∠(E, e) + sin2
∠(E, e).

Hence

ln det(L(ε)|E) = ε cos2 ∠(E, e) + ε2

[
cos2

∠(E, e)

2
− cos4

∠(E, e)

]
.

So ∫

Gr,d

ln(det(L(ε)|E))dE =

ε

∫

Gr,d

cos2
∠(E, e)dE + ε2

∫

Gr,d

[
cos2

∠(E, e)

2
− cos4

∠(E, e)

]
dE.
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Let E0 be the span of the first r coordinate vectors. We now use the
following formulas.∫

Sd−1

x2
1dx =

1

d
,

∫

Sd−1

x4
1dx =

3

d(d+ 2)
,

∫

Sd−1

x2
1x

2
2dx =

1

d(d+ 2)
.

where

Sd−1 = {x :
d∑

j=1

x2
j = 1}.

Now∫

Gr,d

cos2
∠(E, e)dE =

∫

SOd

cos2
∠(gE0, e)dg =

∫

SOd

cos2
∠(E0, ge)dg =

∫

Sd−1

cos2
∠(E0, x)dx =

r∑

j=1

∫

Sd−1

x2
i dx =

r

d
.

Similarly
∫

Gr,d

[
cos2

∠(E, e)

2
− cos4

∠(E, e)

]
dE =

r

2d
−
r(r + 2)

d(d+ 2)
.

On the other hand

(TrL1)
2 = 1, Tr

(
L1 −

1

d

)2

=
d− 1

d
.

This gives
r

2d
−
r(r + 2)

d(d+ 2)
= −

r

2d2
+ b2

d− 1

d
.

The LHS of this equation equals

r(d− r)

d(d+ 2)
−

r

2d
.

Hence

b2 =
r(d− r)

(d− 1)(d+ 2)
−

r

2d
.

Now if K is a matrix then

Tr

(
K −

TrK

d
1

)2

= TrK2 −
(TrK)2

d
.

Recall (49), (51). Combine

r

d

[
−

1

2
Tr

(
L1 + L∗

1

2
−

TrL1

d

)2

+ Tr

(
L∗

1L1 − L2
1

4

)]
−

r

2d2
(TrL1)

2 =

−
r

2d
TrL2

1.
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The lemma is proven. �
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l’anneau, Astérisque 103-104 (1983) 1–221.
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