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Abstract. We study compact group extensions of hyperbolic dif-
feomorphisms. We relate mixing properties of such extensions with
accessibility properties of their stable and unstable laminations.
We show that generically the correlations decay faster than any
power of time. In particular, this is always the case for ergodic
semisimple extensions as well as for stably ergodic extensions of
Anosov diffeomorphisms of infranilmanifolds.

1. Introduction

1.1. Overview. This paper treats compact group extensions of hy-
perbolic systems. These systems have attracted much attention in the
past because they provide one of the simplest examples of weakly hy-
perbolic systems. Due to the major developments in 60’ and 70’ the
theory of uniformly hyperbolic systems (i.e., Anosov and Axiom A
diffeomorphisms) is quite well understood (see [3, 7]). It is also now
generally accepted that the hyperbolic structure is the main cause of
the chaotic behavior in deterministic systems. Thus it is important to
understand how much the assumptions of uniform hyperbolicity can
be weakened so that the same conclusions remain valid. One direction
of research which experiences a new wave of interest now is the theory
of partially hyperbolic or slightly less generally transversely hyperbolic
systems. In this case our diffeomorphism preserves some foliation and
is hyperbolic in the transverse direction, at least, when restricted to
the non-wandering set. The systems we deal with can be specified
by the requirement that the foliation involved has compact leaves and
the maps between leaves are isometries. If G is a compact group the
diffeomorphisms with this property form an open set in the space of
G–equivariant dynamical systems and they play the same role in the
equivariant theory as Axiom A play in the space of all diffeomorphisms.

Thus the systems under consideration are the simplest partially hy-
perbolic systems since we have very strong control over what happens
in the center. Besides harmonic analysis can be used to study such
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systems. These reasons make compact group extensions over hyper-
bolic systems an attractive object of investigation. In fact qualitative
properties of these systems are well understood now. The progress
here can be summarized as follows. First, Brin in a series of papers
[10, 11, 12] applied the general theory of partially hyperbolic systems
[13] to show that, in the volume–preserving case, such systems are
generically ergodic and weak mixing. It then follows from the general
theory of compact group extensions [43] that they are also Bernoulli.
Quite recently Burns and Wilkinson [17] used new advances in par-
tially hyperbolic theory [28, 40, 41] to show that generically ergodicity
of such systems persists under small not necessary equivariant pertur-
bations. In another direction Field, Parry and Pollicott generalized
Brin’s theory to the non-volume preserving context. By contrast not
much is known about quantitative properties of such systems. This
paper is a first step in this direction.

To explain our results we need to introduce some notation. Let
F be a topologically mixing Axiom A diffeomorphism on a compact
manifold Y. Let f be a Holder continuous function and µf be a Gibbs
measure with potential f. Also, let G be a compact connected and
simply connected Lie group and X be a transitive G–space. Write
M = Y × X. Let τ : Y → G be a smooth function. Consider the skew
action

T (y, x) = (F (y), τ(y)x). (1)

It preserves measure µ = µf×Haar. If A and B are functions on M let

ρA,B(n) =

∫

A(y, x)B(T n(y, x))dµ(y, x).

Denote by

ρ̄A,B(n) = ρA,B(n) −

∫

A(y, x)dµ(y, x)

∫

B(y, x)dµ(y, x)

the correlation function. Call T rapidly mixing (T ∈ RM) if ρ̄ is
a continuous map from C∞(M) × C∞(M) to rapidly decreasing se-
quences, that is given k there are constants C, r such that

|ρ̄A,B| ≤ C||A||Cr(M)||B||Cr(M)n
−k. (2)

On the first glance this definition depends also on the Gibbs potential
f but we will show that it is not the case. One may think that better
bounds should hold for generic extensions. However the decay of cor-
relation this definition requires is fast enough to imply good stochastic
behavior. As an example in Subsection 6.1 we derive the Central Limit
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Theorem from it. On the other hand (2) is mild enough so that it can
be verified in many cases.

As in qualitative theory, accessibility properties of the system under
consideration play important role in our analysis. Let ΩF be the non–
wandering set of F and Ω = ΩF × Y be the non-wandering set of T.
Let m′, m′′ be points in Ω. We say that m′′ is accessible from m′ if
there is a chain of points m′ = m0, m1 . . .mn = m′′ such that mj+1

belongs to either stable or unstable manifold of mj . (We call such a
chain n-legged.) Given m, the set of points in the same fiber which
are accessible from m lie on an orbit of a group Γt which we call Brin
transitivity group. As usual different choices of reference point give
conjugated groups. The Brin transitivity group can be obtained as
follows. Let T̄ be the principal extension associated to T (that is T̄
acts by (1) on Y × G). Let Γ(n, R) be the set of points which can be
accessed from (y, id) by n-legged chains such that the distance between
mj+1 and mj inside the corresponding stable (unstable) manifold is at
most R. Then if n, R are large enough, Γ(n, R) generates Γt. It was
shown by Brin that T is mixing if and only if Γt acts ergodically on X.
Here we prove the following refinement.

Theorem 1.1. Let n, R be so large that Γ(n, R) generates Γt. Then
T ∈ RM if and only if Γ(n, R) is Diophantine.

Here as usual Diophantine condition means the absence of reso-
nances. More exactly we call a subset S ⊂ G Diophantine for the
action of G on X if for large k, S does not have non–constant almost
invariant vectors in Ck(X). See Appendix A for details.

It can be shown that a generic pair of elements of G is Diophantine.
(The exceptional set is a union of a countable number of positive codi-
mension submanifolds. In case G is semisimple it is a finite union of
algebraic subvarieties. See [25].) From this we can deduce that in a
generic family, the condition of Theorem 1.1 is satisfied on the set of
full measure. A drawback of this result is that it does not tell how the
constant C from (2) varies along the family. Thus one may wonder
how large the interior of RM is. This question is easier if Ω is large
[38, 27] (since then Γt is also large) or if G is semisiple.

Let ERG be the set of ergodic group extensions.

Corollary 1.2. If f is an Anosov diffeomorphism of an infranilmani-
fold then Int(RM) = Int(ERG).

This is a direct consequence of Theorem 1.1 and [17]. This result is
quite satisfying because one would not expect good mixing properties
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from a diffeomorphism which can be well–approximated by non–ergodic
ones.

Corollary 1.3. If G is semisimple then Int(RM) = Int(ERG) =
ERG.

In general we can reduce the problem to an Abelian extension. Let
Ta be the factor of T on Y × (X/[G, G]).

Corollary 1.4. If T ∈ ERG then T ∈ RM if and only if Ta ∈ RM.

Still in the general case of compact extensions of Axiom A diffeo-
morphism we do not know how large the interior of rapidly mixing
diffeomorphisms is. To get some insight into this we study two related
classes of dynamical systems. These are compact group extensions of
subshifts of a finite type and of expanding maps of Riemannian mani-
folds. Heuristically the subshifts of finite type are less rigid than Axiom
A diffeos because any subshift of a finite type has an Axiom A real-
ization but small perturbations of the subshift correspond to piecewise
Holder perturbations of diffeomorphisms. Similarly natural extensions
of expanding maps have Axiom A realizations but the unstable foliation
will be more smooth than in the general case. So they are more rigid.
Nonetheless, in both cases we show that the interior of rapidly mixing
maps is dense. In the second case even the interior of the exponentially
mixing maps is dense. This suggests that the same result might be true
in the context of compact extensions of Axiom A diffeomorphisms.

1.2. Organization of the paper. Let us describe the structure of the
paper. Section 2 is preliminary. Here we recall necessary facts about
Axiom A diffeomorphisms and symbolic dynamics. We also present
Brin’s theory of compact extensions and its generalization by Field,
Parry and Pollicott. In Section 3 we study compact group extensions
of expanding maps. First, we describe the Lie algebra of Brin tran-
sitivity group. We then proceed to show that if this algebra equals
the whole Lie algebra of G (infinitesimal complete non-integrability)
then the system is exponentially mixing. Under some technical as-
sumptions we establish the converse of this statement. Also we show
that if this condition is not satisfied the map can be made non-ergodic
by an arbitrary small perturbation. We conclude Section 3 by show-
ing that infinitesimal complete non-integrability is generic. Section 4
treats symbolic dynamical systems. We show that, in the absence of
resonances, our skew extension is rapidly mixing. (See Appendix A for
the detailed discussion of the notion of resonances we use). We also
describe the reduction of a general extension to the semisimple and
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abelian cases. We conclude Section 4 by showing that rapid mixing is
generic. In Section 5 we apply the results of the previous section to
study extensions of Axiom A diffeomorphisms and prove Theorem 1.1
and Corollaries 1.2–1.4. Section 6 contains some applications of our
estimates. Some open questions are collected in Section 7.

For the reader familiar with the concepts of Section 2, Sections 3
and 4–6 constitute blocks which could be read separately. Roughly
speaking the difference between Section 3 and Section 4 is that in the
former we work with Lie algebras while in the latter we work with Lie
groups. The unavailability of the differential calculus accounts for the
fact that results of Section 4 are weaker than results of Section 3.

Some of the arguments of this paper are similar to [20]–[22]. The
main difference which appear here as compared to [20]–[22] is that we
have to work with arbitrary finite dimensional representations rather
than one-dimensional ones. Still we show that most of the results of
[20]–[22] can be generalized to the setting of the present paper.

Notation. if W is a subset of G we denote by < W > the smallest
Lie subgroup of G containing W.

Acknowledgment. It is a pleasure for me to thank W. Parry, M. Pol-
licott, M. Ratner, K. Schmidt and A. Wilkinson for useful discussions.
This work is supported by the Miller Institute of Basic Research in
Science. I am also grateful for the referee who found 341 errors and
misprints in the original version of this paper.

2. Preliminaries.

2.1. Subshifts of finite type. In this section we recall how to reduce
the study of Axiom A diffeomorphisms to symbolic systems. First, we
recall some facts about subshifts of finite type we. For proofs and more
information on the subject see [7, 37].

For a n×n matrix A whose entries are zeroes and ones we denote by
ΣA = {{ωi}

+∞
i=−∞ : Aωiωi+1

= 1} the configuration space of a subshift of
a finite type. Usually we omit A and write Σ instead of ΣA. The shift
σ acts on Σ by (σω)i = ωi+1. The one-sided shift (Σ+

A
, σ) is defined in

the same way but the index set is the set of non-negative integers. For
θ < 1 we consider the distance dθ(ω

1, ω2) = θk where k = max{j : ω1
i =

ω2
i for |i| ≤ j}. If X is a metric space we denote by Cθ(Σ,X ) the space

of dθ−Lipschitz functions from Σ to X . C+
θ (Σ,X ) is defined similarly to

Σ+ instead of Σ. There is a natural embedding of C+
θ (Σ,X ) to Cθ(Σ,X )

corresponding to the projection Σ → Σ+. We use the notation L(h) for
the Lipschitz constant of h. If X is a Banach space we write hn(ω) =
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n−1
∑

i=0

h(σiω). Functions f1 and f2 are called cohomologous (f1 ∼ f2) if

there is a function f3 such that f1(ω) = f2(ω)+f3(ω)−f3(σω)+Const.

For any f ∈ Cθ(Σ,X ) there exists a function f̃ ∈ C+√
θ
(Σ,X ) such that

f ∼ f̃ . If ω̄, ω̃ are points in Σ and ω̄0 = ω̃0 we denote by [ω̄, ω̃] their
local product. That is, [ω̄, ω̃]j = ω̄j if j ≤ 0 and [ω̄, ω̃]j = ω̃j if j ≥ 0.

We assume that σ is topologically mixing (that is all entries of some
power of A are positive). The pressure functional on Cθ(Σ, R) is
defined by

Pr(f) = sup
ν̃

∫

f(ω) dν̃ + hν̃(σ)

where the supremum is taken over the set of σ−invariant probability
measures and hν̃(σ) is the measure theoretic entropy of σ with respect
to ν̃. µf is called the equilibrium state or the Gibbs measure with
potential f if

∫

f(ω) dµf + hµf
(σ) = Pr(f). For Cθ(Σ, R) potentials,

Gibbs measures exist and are unique. It is clear that cohomologous
functions have the same Gibbs measure. Take f ∈ C+

θ (Σ, R) and let µf

be its Gibbs measure. To describe ν it is enough to specify its projection
to Σ+. To this end consider the transfer operator Lf : Cθ(Σ

+) →
Cθ(Σ

+)

(Lfh)(ω) =
∑

σ̟=ω

ef(̟)h(̟).

The structure of the spectrum of the transfer operator is described by
the Ruelle-Perron-Frobenius Theorem. Namely, the leading eigenvalue
of Lf is simple and if hf is the corresponding eigenfunction and νf is
the corresponding eigenmeasure then µf = hfνf .

A function f is called normalized if Lf1 = 1. Given f there is

unique normalized f̃ such that f ∼ f̃ . Let f be normalized and w =
w1w2 . . . wn be an admissible word (that is Awiwi+1

= 1). The map
̟(ω) = wω is defined on a subset of Σ+

A
. On this subset the following

equation holds:

dµf(̟(ω))

dµ(ω)
= exp [fn(̟(ω))].

Gibbs measures are exponentially mixing in the sense that ∀A, B ∈
Cθ(Σ)

|µf

(

A
(

B̄ ◦ σn
))

− µf(A)µf(B̄)| ≤ Constξn||A||θ||B||θ (3)

for some ξ < 1.
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2.2. Brin groups. Here we review Brin theory of compact group ex-
tensions ([13, 10, 11]). We include some proofs to make this paper more
self-contained as well as because later on we shall use the similar meth-
ods to obtain a quantitative version of the results of this subsection.
For different expositions of Brin’s theory see [17, 38].

Let σ : Σ → Σ be a topologically mixing subshift of a finite type. We
consider on Σ a Gibbs measure µf with potential f ∈ Cθ(Σ, R). Let G
be a compact connected Lie group, X be a transitive G–space and dx
be the G-invariant probability measure. We assume that (G, X) is a
presentation in the sense that no normal subgroup of G acts transitively
on X.

Let M = Σ × X. We denote by Ck,θ(Σ) (Ck,θ(Σ
+)) the space

Cθ(Σ, Ck(X)) (Cθ(Σ
+, Ck(X))). Let τ ∈ Cθ(Σ, G) be a Holder con-

tinuous function. Form a skew product T : M → M

T (ω, x) = (σω, τ(ω)x)

and let dµ = dµfdx. For ω ∈ Σ introduce stable and unstable sets:

W s(ω) = {̟ : ∃n0 : ̟i = ωi for i ≥ n0},

W u(ω) = {̟ : ∃n0 : ̟i = ωi for i ≤ n0},

Define τn(ω) = τ(σn−1ω) . . . τ(σω)τ(ω). For ̟ ∈ W s(ω), let

∆s(ω, ̟) = lim
N→∞

τ−1
N (̟)τN(ω) (4)

and for ̟ ∈ W u(ω), let

∆u(ω, ̟) = lim
N→∞

τN(σ−N̟)τ−1
N (σ−Nω). (5)

Now set

W s(ω, x) = {(̟, y) : ̟ ∈ W s(ω), y = ∆s(ω, ̟)x}, (6)

W u(ω, x) = {(̟, y) : ̟ ∈ W u(ω), y = ∆u(ω, ̟)x}, (7)

It is easy to see that dist(T n(ω, x), T n(̟, y)) → 0 as n → +∞ expo-
nentially fast if (̟, y) ∈ W s(ω, x) and dist(T n(ω, x), T n(̟, y)) → 0
as n → −∞ exponentially fast if (̟, y) ∈ W u(ω, x). By a t-chain
in Σ we mean a set of points ω0, ω1, . . . ωn such that for all i either
ωi+1 ∈ W s(ωi) or ωi+1 ∈ W s(ωi). An e-chain is defined by also al-
lowing that ωi+1 = σnωi. We can also define e- and t-chains in M. As
usual we say that (ω0, x0)(ω

1, x1) . . . (ωn, xn) covers W = (ω0ω1 . . . ωn).
By (6) and (7) for any such chain we have xn = g(W )x0, where g does
not depend on x0. We also say that any chain connects its endpoints.
If an (e- or t-) chain W has ω0 = ωn = ω we say that W is a closed
chain at ω.
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Definition. The ergodicity group Γe(ω) is the subgroup of G gen-
erated (set-theoretically) by g(W ) for all e-chains W at ω.

Definition. The transitivity group Γt(ω) is the subgroup of G gen-
erated by g(W ) for all closed t-chains W at ω.

We refer to Γe and Γt as the Brin groups. Note that the Brin
groups can be defined (and used) in much more general framework of
extensions of partially hyperbolic systems (see [34]). It is interesting
to see how much of the theory described below works in that setting.

Proposition 2.1. For any e-chain W = (ω0, ω1 . . . ωn)

Γt(ω
n) = g(W )Γt(ω

0)g−1(W ),

Γe(ω
n) = g(W )Γe(ω

0)g−1(W ).

Proof: It is enough to consider two-point chains W = (ω, ω̃), the
general case follows by induction. If ω̃ ∈ W s(ω)

⋃

W u(ω) we note that
if V is a closed t-chain (e-chain) at ω then ω̃V ω̃ is a closed is a closed
t-chain (e-chain) at ω̃. Thus Γ∗(ω̃) ⊃ g(W )Γ∗(ω)g−1(W ). Similarly
Γ∗(ω) ⊃ g−1(W )Γ∗(ω̃)g(W ). If ω̃ = σnω then V is a closed chain at ω
iff σnW is a closed chain at ω̃. �

As any two points in Σ can be connected by a t-chain, we get the
following consequence of the preceding result.

Proposition 2.2. (i) ∀ω1, ω2 Γt(ω
1) is conjugated to Γt(ω

2) and Γe(ω
1)

is conjugated to Γe(ω
2);

(ii) ∀ω Γt(ω) is normal in Γe(ω).

If we make a change of coordinates

(ω′, x′) = (ω, α(ω)x) (8)

then in the new coordinates T (ω′, x′) = (σω′, τ ′(ω)) where

τ ′(ω) = α(σω)τ(ω)α−1(ω).

Γ’s are transformed according to the following rule.

Proposition 2.3. In the coordinates (ω′, x′) = (ω, α(ω)x)

Γ′
e(ω) = α(ω)Γe(ω)α−1(ω)

Γ′
t(ω) = α(ω)Γt(ω)α−1(ω)

Definition. T is called reduced if ∀ω1, ω2 there is a t-chain W con-
necting ω1 to ω2 such that g(W ) = id (the identity element in G).
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Proposition 2.4. If T is reduced then
(i) Γt(ω) and Γe(ω) do not depend on ω;
(ii) If W is a t-chain (e-chain) then g(W ) ∈ Γt (g(W ) ∈ Γe);
(iii) Γe/Γt is cyclic.

Proof: (i) follows immediately from Proposition 2.2.
(ii) Let W = (ω0 . . . ωn) be a t-chain (e-chain) and let V =(ω̃0 . . . ω̃m)

be a t-chain with ω̃0 = ωn, ω̃m = ω0, g(V ) = id, then

g((ω0 . . . ωnω̃1 . . . ω̃m)) = g(W ).

(iii) By (ii), if ω2 ∈ W s(ω1) then ∆s(ω
1, ω2) ∈ Γt, ∆s(σω1, σω2) ∈

Γt. But ∆s(σω1, σω2) = τ(ω1)∆s(ω
1, ω2)τ−1(ω2). Therefore if ω2 ∈

W s(ω1) then τ(ω1) ≡ τ(ω2) modΓt. The same is true if ω2 ∈ W u(ω1)
and hence if ω2 can be connected to ω1 by a t-chain.

Proposition 2.5. Every T can be reduced by a change of coordinates
(8).

Proof: Clearly T is reduced if every ω can be connected to some
fixed ω0 ∈ Σ by a t-chain W with g(W ) = id. Now choose any chain
W (ω) connecting ω to ω0 such that g(W (ω)) is continuous and set
α(ω) = g(W (ω)) in (8) �.

Proposition 2.6. (i) T is ergodic iff Γ̄e acts transitively on X;
(ii) T is weak mixing iff Γ̄t acts transitively on X.

Proof: We prove weak mixing criterion. Ergodicity is similar but
easier. By Proposition 2.5 we may assume that T is reduced.

(a) Let Γ̄t be transitive and h(ω, x) be an eigenfunction of T. It
follows from [38] that we can assume that h is continuous. Then it
is easy to see that it is constant along W s(·) and W u(·). Thus ∀ω, x
∀g ∈ Γ̄t h(ω, gx) = h(ω, x). Since Γ̄t is transitive, h(ω, x) depends only
on the base point and since σ is weak-mixing, h is constant.

(b) Assume that Γ̄t is not transitive. If Γ̄e is not transitive then any
Γ̄e–invariant function on X lifts to a T invariant function on M so we
may assume that Γ̄e is transitive. Let A be the algebra of the sets of
the form Σ × Z where Z is Γt invariant. Then T preserves A and the
action of T on A is a factor of a group shift on K = Γ̄e/Γ̄t. Thus it has
pure point spectrum and so T is not weak-mixing. �

By a theorem of Rudolph ([43]) any weak-mixing compact group
extension of Bernoulli shift is Bernoulli shift, therefore, we get

Corollary 2.7. If G is compact then T is Bernoulli iff Γ̄t acts transi-
tively on X.
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Remark. Since in our case τ is Holder continuous we do not have
to use the deep result of [43] to obtain the last statement. In fact
straightforward arguments of [36], [14], [42] would suffice. The later
approach is similar to one used in the present paper to derive estimates
on correlation function.

It is known that if G is semisimple then ergodicity implies weak
mixing. Note that this is a consequence of the following statement (we
need part (a) here while part (b) will be used later on).

Proposition 2.8. (a) Let X be a transitive space of a compact con-
nected semisimple Lie group G, H1 ⊂ H2 be subgroups of G. Assume
that H1 is normal in H2 and H2/H1 = T

d×F where F is a finite group.
If H2 acts transitively on X then so does H1.

(b) Let X be a transitive space of a compact connected Lie group
G, H ⊂ G be a closed subgroup. Then H is transitive on X iff it is
transitive on X/[G, G] and X/Center(G).

Proof: (a) We may assume that H1 is connected by passing to its
identity component. Also since X is connected we may assume that so
is H2 and hence that F = {id}. Now T

d = H2/H1 acts on Y = H1\X
and because this action is transitive Y ≡ T

m for some m. So X and
hence G fiber over T

m. Therefore m = 0 as claimed;
(b) By the same argument as before we can neglect finite covers

and assume that Center(G)
⋂

[G, G] = {id}. Since X is a transitive
G-space it equals G/Γ for some subgroup Γ of G. Take g ∈ G As
H is transitive on X/[G, G], ∃h ∈ H, γ ∈ Γ, g′ ∈ [G, G] such that
hgγ = g′. Since H is transitive on X/Center(G), we can apply (a) to
conclude that [H, H ] also acts transitively on G/ΓCenter(G). Equiva-
lently the left action of ΓCenter(G) on [H, H ]\G is transitive. Hence Γ
acts transitively on [H, H ]Center(G)\G. Again by (a) [Γ, Γ] acts tran-
sitively on [H, H ]Center(G)/G. Thus ∃h′ ∈ [H, H ], γ′ ∈ [Γ, Γ] such
that h′g′γ′ ∈ Center(G). But also h′g′γ′ ∈ [G, G] thus h′g′γ′ = id. But
h′g′γ′ = h′hgγγ′, so HgΓ = G. �

2.3. One sided subshifts. Here we discuss the reduction of two–sided
subshifts to one–sided ones.

First, we show that by a change of variables we can obtain that that
τ(ω) depends only on the future. Given two sequences ω1, ω2 such that
ω1

0 = ω2
0 let [ω1, ω2] denote their local product, that is, [ω1, ω2]j = ω1

j

for j ≤ 0 and [ω1, ω2]j = ω2
j for j ≥ 0. For each a ∈ {1 . . . n} choose a

sequence ω̂(a) such that ω̂(a)0 = a. Let φ(ω) = [ω̂(ω0), ω]. Make change
of variables (8) with

α(ω) = ∆−1
s (φ(ω), ω).
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It is easy to see that in the new variables local stable manifolds are
flat, that is if ω1

j = ω2
j for j ≥ 0 then ∆′

s(ω
1, ω2) = id. Thus

id = ∆′
s(ω

1, ω2) = τ ′(ω1)∆′
s(σω1, σω2)

(

τ ′(ω2)
)−1

= τ ′(ω1)
(

τ ′(ω2)
)−1

.

Hence τ ′(ω1) = τ ′(ω2), i.e. τ ′ depends only on the future coordinates.
Now we show that we also can assume that A, B ∈ Ck,θ(Σ

+). In
fact suppose that for all such functions |ρ̄A,B(N)| → 0. Take A, B ∈
Ck,θ(Σ). For any cylinder Cn,j = C−n,0(ωj) choose a sequence ξn,j ∈ Cn,j.
If H ∈ Ck,θ(Σ) denote H(n)(ω, x) = H([ξn,j(ω), ω], τ−1

n (ω)τn(ξn,j(ω))x),
then

‖H − H(n)‖0 ≤ Const‖H‖k,θθ
n,

where ||H||k,θ denotes the norm of H as the element of Cθ(Σ, Ck(X)).
Also,

‖H(n) ◦ T n‖k,θ ≤ Const‖H(n)‖θ,0(
1

θ
)n

and H(n) ◦ T n ∈ Cθ(Σ
+). So

ρ̄A,B(N) = ρ̄A(n),B(n)(N) + O(θn) = ρ̄A(n)◦T n,B(n)◦T n(N) + O(θn) (9)

= oN→0(1) + On→∞(θn).

Thus ρ̄A,B(N) → 0, N → ∞.
Let T be reduced and A ∈ Ck,θ(Σ). Given A ∈ Ck,θ(M) let

B(ω, x) =
∑

n

[A(T n(ω, x)) − A(T n(φ(ω), ∆s(ω, φ(ω))x))].

Then B ∈ Ck,θ(M) since the derivative with respect to the second
variable of the n-th term of this sum is exponentially small and

A − B + B ◦ T ∈ Ck,θ(Σ
+) (10)

(see [47, 37] for more details).

2.4. An expression for the correlation function. In this section
we provide an expression for the correlation function we shall use later
on. By the preceding section we can assume that (Σ, σ) is an one-
sided subshift of finite type. If ω, ̟ are two-sided sequences such that
ωi = ̟i for i ≥ 0 then ∆s(ω, ̟) = id. We also assume that the
potential f of Gibbs measure µ is normalized, that is

∑

σω=̟

ef(ω) = 1. (11)

Let ∆ be the Laplace operator of some G-invariant Riemann metric on
X. Let Hλ be the space of functions satisfying ∆f = λ2f,

∫

f(x)dx = 0
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and H0 be the space of constants. In this subsection we provide a
formula for correlation function

ρA,B(n) =

∫

A(q)B(T nq) dµ(q).

We have

ρA,B(n) =

∫ ∫

A(ω, x)B(σnω, τn(ω)x)dµdx.

Let us make the change of variables ̟ = σnω, y = τn(ω)x then by the
definition of Gibbs measures

ρA,B(n) =

∫ ∫

B(̟, y)
∑

σnω=̟

efn(ω)A(ω, τ−1
n (ω)y)dµ(̟)dy.

Regard now A, B as functions Σ → L2(X). Denote (π(g)f)(x) =
f(g−1x), then we can rewrite the above expression as

ρA,B(n) =

∫

(Ln
πA)(ω, x)B(ω, x) dµ(ω, x)

where

(Lπ
~H)(̟) =

∑

σω=̟

ef(ω)π(τ(ω)) ~H(ω).

Finally decompose A =
∫

A(ω, x)dx+
∑

λ

Aλ, B =
∫

B(ω, x)dx+
∑

λ

Bλ

where Aλ(ω, ·), Bλ(ω, ·) ∈ Hλ. and write

(Lλ
~H)(̟) =

∑

σω=̟

ef(ω)πλ(τ(ω)) ~H(ω),

where πλ is the restriction of π to Hλ. Then using (3) we get

ρA,B(n) =

∫

A(q) dµ(q)

∫

B(q) dµ(q) + ρ̄A,B(n) + O(ξn),

ρ̄A,B(n) =
∑

λ

∫ ∫

(Ln
λAλ, Bλ)(̟)dµ(̟) + O(ξn). (12)

2.5. Axiom A diffeomorphisms. Recall that F : Y → Y satisfies
Axiom A if there is an F–invariant splitting TΩF

Y = Es ⊕ Eu and
constants C, ξ < 1 such that

(a) for any v ∈ Es(x), n ≥ 0 ||dF n(v)|| ≤ Cξn||v||,
(b) for any v ∈ Eu(x), n ≥ 0 ||dF−n(v)|| ≤ Cξn||v||.
We suppose that the restriction of F to ΩF is topologically mixing.

We shall use the following statement (see [9]).
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Proposition 2.9. There exists a subshift of a finite type Σ, θ < 1 and
a surjective dθ–Lipschitz map p : Σ → ΩF such that p ◦ σ = F ◦ p and
if µf is the Gibbs measure with potential f on Y then p∗µf is the Gibbs
measure on Σ with potential f ◦ p.

Thus if TY : Y × X → Y × X is a compact extension with skewing
function τ, we can associate to it the extension TΣ : Σ × X → Σ × X
given by TΣ(ω, x) = (σω, τ(pω)x). Now if P = (p, id) then P ◦ TΣ =
TY ◦ P. This allows us to reduce the study of TY to that of TΣ.

3. Expanding maps.

3.1. Content of this section. In this section we study compact group
extensions of expanding maps. We assume that σ is an expanding map
of a compact connected Riemannian manifold M. In this section we
use notation which is slightly different from one used in the rest of the
paper. Namely we denote by x points in M. Let (M̃, σ) be the natural

extension of (M, σ). Points in M̃ will be denoted by q = (x, ~y).
The structure of expanding maps is given by the following result of

Gromov and Shub [30, 44].

Proposition 3.1. ([30]) Let σ be an expanding map of a compact con-
nected boundaryless manifold M. Then there exist a nilpotent simply-
connected Lie group N and a subgroup Γ of Aff(N) acting discretely
on N such that M = N/Γ. Moreover there exist an expanding auto-
morphism α ∈ Aut(N) and a homeomorphism ξ : M → M such that
α(Γ) = Γ and σ = ξαξ−1.

In particular the universal cover M̂ of M is R
d and the action of σ

on the first cohomology group of M has no non-trivial fixed points.
Given τ ∈ C∞(M, G) we define skew extension T : M×X → M ×X

by T (x, η) = (σx, τ(x)η). Recall the classical fact that expanding maps
always have a unique absolutely continuous invariant measure (see [19],
for example). Multiplying this measure by the Haar measure on X we
obtain a smooth invariant measure for the compact extension.

The Brin groups for compact extensions of σ are defined using the
stable and unstable sets exactly as it was done in Section 2. We
will also consider infinitesimal analogues of the Brin groups. In the
next subsection we introduce the notion of infinitesimal complete non-
integrability which is an infinitesimal analogue of the property that
transitivity group is whole of G. The results of this section then could
be formulated as follows.

Theorem 3.2. (Mixing) Infinitesimal complete non-integrability im-
plies exponential mixing with respect to the smooth invariant measure.
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Definition. We say that T is stably ergodic if for all pairs (σ̃, τ̃) C2–
close to (σ, τ) Tσ̃,τ̃ is ergodic.

Theorem 3.3. (Characterization) If X = G then the following
properties are equivalent:

(a) T is stably ergodic;
(b) T is exponentially mixing;
(c) T is infinitesimally non-integrable.

Theorem 3.4. (Prevalence) Infinitesimal complete non-integrability
is generic among compact extensions of expanding maps in the sense
that the complimentary subset is a positive codimension submanifold.

3.2. Infinitesimal transitivity group. Here we describe an infini-
tesimal version of Γt. For x ∈ M let h(x) be the span of

∂x′

~e [∆u((x, ~y), (x′, ~y′)) − ∆u((x, ~̃y), (x′, ~̃y′))]x′=x

for all ~e, ~y, ~̃y (~y′, ~̃y′ are chosen so that (x′, ~y′) ∈ W u(x, ~y) and (x′, ~̃y′) ∈
W u(x, ~̃y)). Here ∂x′

~e means the derivative with respect to x′ applied to
~e.

The plane field h(x) is a lower-semicontinuous, that is given x0 there

is a continuous plane field h̃(x) with h̃(x0) = h(x0) and h̃(x) ⊂ h(x).
As

∆u(σq, σq′) = τ(x)∆u(q, q′)τ−1(x′),

we have
h(σx) ⊃ Ad(τ(x))h(x).

So the ergodicity of σ implies

Proposition 3.5. The conjugacy class of h(x) is constant almost ev-
erywhere.

Let h is a representative of this class, F = {x : h(x) is conjugated to

h}, F̃ = {x : dimh(x) = dimh}. Then F ⊂ F̃ , F has full measure and
F̃ is open (by semicontinuity). Also for x ∈ F̃

h(σx) = Ad(τ(x))h(x). (13)

Proposition 3.6. h is Holder continuous on F̃ .

Proof: For fixed y, ỹ, ~e

V (x, y, ỹ, ~e) = ∂x
~e [∆u((x, y)(x′, y′)) − ∆u((x, ỹ)(x′, ỹ′))]

is Holder continuous in x by the general theory of partially hyperbolic
systems [33] (or by differentiating the product formula for ∆u (5) term
by term). If x0 ∈ F̃ and h(x0) is generated by {Vj = Vj(x0, yj, ỹj, ~ej)}
then for x near x0 h(x) will be generated by V (x, yj, ỹj, ~ej). �
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Lemma 3.7. Let W = (q0, q1 . . . qm) be an e-chain with x0, xm ∈ F̃ ,
(we write qj = (xj , ~yj)) then

Adg(W )h(x0) = h(xm). (14)

Proof: Since h(x) is continuous on F̃ and g(W ) depends continu-
ously on W it suffices to prove this statement for a dense set of chains,
so we may assume that xi ∈ F. Therefore it is enough to verify this
statement for m = 1. The case when q1 = σnq2 follows from (13). Also
if q1 ∈ W s(q0), then σnx0 = σnx1 for some n, so

h(x1) = Ad(τ−1
n (x1))h(σnx1) = Ad(τ−1

n (x1))h(σnx0) =

Ad(τ−1
n (x1)Ad(τn(x0))h(x0) =

Ad(τ−1
n (x1)τn(x0))h(x0) = Ad(g(W ))h(x0).

So it remains to consider the case q1 ∈ W u(q0). Again it suffices to
consider a dense set of pairs. By the above proposition we can find an
open subset U ⊂ N and a Holder function α : U × U → GL(g) such
that ∀x̃, ˜̃x ∈ U h(x̃) = α(x̃, ˜̃x)h(˜̃x). Moreover we can assume that α
is close to id by shrinking U if necessary. Now, we may assume that
y0

n, y
1
n ∈ U for infinitely many n since this condition is satisfied on a

dense set of pairs. Then

h(x0) = Ad(τn(y0
n))h(y0

n) = Ad(τn(y0
n))α(y0

n, y
1
n)h(y0

n) =

Ad(τn(y0
n))α(y0

n, y
1
n)Ad(τ−1

n (y1
n)h(x1).

Passing to the limit as n → ∞ we obtain the statement required. �

Now semicontinuity implies

Corollary 3.8. If in the previous lemma x0 ∈ F̃ , xm ∈ M then

Adg(W )h(x0) ⊃ h(xm).

In particular, F̃ = F.

Let h̄(x) be the subalgebra generated by h(x) and H(x) be the cor-
responding subgroup.

Corollary 3.9. Γe(x) ⊂ Norm(H(x)).

Corollary 3.10. If either T is reduced or Γ̄e = G, then H(x) ≡ H
almost surely and always H(x) ⊂ H. Also h is an ideal and hence
h̄ = h.

Lemma 3.11. If Γ̄e = G then Γt = H̄.
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Proof: By definition h ⊂ L(Γt) without any assumptions, so H ⊂
Γt. Locally we can always make a change of variables (8) so that in
a neighborhood U(x0), ∀x, x′ ∃y, y′ such that ∆u((x, y), (x′, y′)) = id.
(Under this change of variables h(x) gets replaced by a conjugated
subspace but by our assumption h(x) is an ideal and so this change of
variables does not affect h(x).)

Thus if q is close to q′, then ∆u(q, q
′) ∈ H. (To see this, join q and

q′ by a smooth curve γ(ξ), then

∂

∂ξ

[

∆−1
u (γ(0), γ(ξ0))∆u(γ(0), γ(ξ))

]

∈ h.)

As M is connected, ∆u(q, q
′) is always in H. As in the proof of Propo-

sition 2.4 we get τ(x) ≡ τ(x′)(mod H). Thus if q′ ∈ W s(q) then
∆s(q, q

′) = τ−n(x′)τn(x) for some n and so ∆s(q
′, q) belongs to H. �

Let g denote the Lie algebra of G.

Definition. Call T infinitesimally completely non-integrable if
h = g.

3.3. Complete non-integrability and stable ergodicity. Here we
begin the proof of Theorem 3.3. In this subsection we work with prin-
cipal extensions that is we assume that X = G. First we record the
following consequence of Lemma 3.11.

Corollary 3.12. If G is semisimple, then T is ergodic if and only if
H = G.

Lemma 3.13. If G = T
d, then T is stably ergodic if and only if H =

R
d.

Proof: (a) If H = R
d then Γ̄t = T

d and so T is ergodic. Also if T̃

is close to T then by the semicontinuity of h, H(T̃ ) = R
d as well and

so T̃ is ergodic;
(b) Let H 6= R

d. We want to show that T is not stably ergodic. We
represent T

d as T
d = R

d/Z
d. Without the loss of generality we may

assume that
H
⋂

Z
d = {0} (15)

since this could always be ensured by a passage to a factor group.
Denote E ′ = R

d/H. Denote

Θ(x, ~y, ~e) =
∞
∑

j=1

(

∂(dσ−j~e) τ
)

(yj) (16)

Here in (dσ−j)~e we take the local branch of σ−j corresponding to yj.
Let Θ′ be the projection of Θ to E ′. By assumption Θ′ does not depend
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on ~y and so it defines a 1-form on M. Being the uniform sum of closed
forms (locally we can invert σ and write Θ′ = lim

n→∞

∑n
j=1 d(τ ′◦σ−j)), Θ′

is closed (τ ′ denotes the image of τ in E ′). Also from the last identity
it is clear that

σ∗(Θ′) = Θ′ + d(τ ′). (17)

Hence cohomology class of Θ′ is σ–invariant. Since 1 6∈ Sp(σ∗) (see
Proposition 3.1 and the discussion thereafter), Θ′ is closed, Θ′ = dα′.
Hence the previous equation reads d(α′ ◦ σ − α′) = τ ′. Let α(x) be
some preimage of α′ in R

d. Let x0 be the fixed point of σ. Let us
make a change of variables (x, t) → (x, t − α(x)). After this change τ
is replaced by τ ∗ where τ ∗(x) − τ ∗(x0) ∈ H/Z

d. In particular by (15)
τ ∗ is homotopic to a constant map, so it can be written in the form
τ ∗ = π(τ̂ ∗) where τ̂ ∗ : M → R

d. Now by a small perturbation we can

pass from τ to τ̃ , where τ̃ = π(ˆ̃τ), where ˆ̃τ ∈ ˆ̃τ(q0) + H̃, where ˆ̃τ(q0)

has rational component and dim(H̃) = dim(H) and H̃ is generated by
rational vectors. But then T (τ̃) is not ergodic. �

Lemma 3.14. Complete uniform non-integrability is equivalent to sta-
ble ergodicity.

Proof: (a) If h = g then T is stably ergodic as in the proof of
Lemma 3.13.

(b) Let T be ergodic. Then h is an ideal in g and since Γ̄t = H we
see that if h 6= g, then h/[g, g] 6= g/[g, g]. But in this case the maximal
abelian subextension Ta of T is not stably ergodic. So arbitrary close
to Ta there is a non-ergodic extension T̃a. But since Ta lifts to M × G
so does T̃a. �

3.4. Decay of correlations. In this subsection we prove Theorem
3.2. Let µ be the smooth invariant measure for σ. Let θ = 1

minx ||dσ(x)|| .

Denote by λ0 the minimal eigenvalue of ∆ on X.
In view of (12) we have to find bounds for the transfer operator

(Lλ
~H)(x) =

∑

σy=x

ef(y)πλ(τ(y)) ~H(y)

where ef(y) = dµ(y)
dµ(x)

. We need an auxiliary estimate.

Proposition 3.15. Given a branch y = σ−nx the following estimate
holds

∥

∥

∥

∥

dτn(y)

dx

∥

∥

∥

∥

1

≤
θ

1 − θ
||τ ||1.
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Proof:
∥

∥

∥

∥

dτn(y)

dx

∥

∥

∥

∥

≤
n−1
∑

j=0

∥

∥

∥

∥

dτ

dσjy

∥

∥

∥

∥

∥

∥

∥

∥

dσjy

dx

∥

∥

∥

∥

≤
n−1
∑

j=0

||τ ||1θ
j ≤

θ

1 − θ
||τ ||1. �

Let

κ = 4θ

(

||f ||

λ0

+
1

1 − θ

)

. (18)

Introduce a norm ‖ ~H‖λ = max(‖ ~H‖0,
κ‖D ~H‖0

λ
). The following estimate

is analogous to [22].

Proposition 3.16. If n θn

λ0
< 1

4
then ∀λ 6= 0 ‖Ln

λ
~H‖λ ≤ ‖H‖λ.

Proof: We have

||Lλ
n ~H||0 ≤

∑

σny=x

efn(y)|| ~H||0 ≤ || ~H||0||L
n
01|| = || ~H||0.

Now let us estimate the derivative.
∣

∣

∣

∣

∣

d(Lλ
n ~H)

dx

∣

∣

∣

∣

∣

≤
∑

σny=x

efn(y)

∣

∣

∣

∣

df

dy

∣

∣

∣

∣

∣

∣

∣

∣

dy

dx

∣

∣

∣

∣

|| ~H||+

∑

σny=x

efn(y)πλ(
dτn

dx
)|| ~H|| +

∑

σny=x

efn(y)

∥

∥

∥

∥

∥

d ~H

dy

∥

∥

∥

∥

∥

∣

∣

∣

∣

dy

dx

∣

∣

∣

∣

≤

θn||f |||| ~H||0 +
θ

1 − θ
λ||τ |||| ~H||0 + θn

∥

∥

∥

∥

∥

d ~H

dx

∥

∥

∥

∥

∥

0

(19)

(here the inequality ||πλ(Z)|| ≤ λ||Z|| was used to estimate the second
term.) Thus

d(Lλ
n ~H)

dx
≤

(

θn||f || + λ
θ

1 − θ
||τ ||

)

|| ~H||0 + θn||
d ~H

dx
||0 �.

We need an auxiliary estimate.

Lemma 3.17. There are constants n1, ε0, ε1, ε2, an open set U ⊂ M
and vectorfields e1(x), e2(x) . . . el(x) such that 1

2
≤ ‖ej(x)‖ ≤ 1 and for

any N ≥ n1 there are inverse branches

y11(x), y12(x), y21(x), y22(x) . . . yl1(x), yl2(x)

of σN such that ∀ ~H∃j : ∀ ~H∗ : ‖ ~H∗− ~H‖ ≤ ε0 the following is true. Let

ΘN
jk(x) = πλ[∂

x′

ej

(

τN (yjk(x)τ−1
N (yjk(x

′))
)

x′=x
]

then
ε1λ ≤ ‖[ΘN

j1(x) − ΘN
j2(x)] ~H∗‖ ≤ ε2λ

.
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Proof: Fix x0 ∈ F. By assumption ∃Z1, Z2 . . . Zl ∈ h(x0) which

span L(G). Let D denote a Casimir operator. As πλ(D) ~H = λ2 ~H

∃j : ‖πλ(Zj) ~H‖ ≥ ε3λ. Since always ‖πλ(Z) ~̃H‖ ≤ λ‖L‖‖ ~̃H‖ we have

‖πλ(Z̃) ~H∗‖ ≥ ε3

2
λ for Z̃ close to Zj and ~H∗ close to ~H. Now ∃~yj1, ~yj2, ej

such that
lim

N→∞
ΘN

j1(x0) − ΘN
j1(x0) = Zj.

Thus if N is large, ej(x) is close to ej and x close to x0 then ΘN
j1(x) −

Θj2(x) is close to Zj. �

We need more notation. Let n2 be a number such that σn2U = M.
Define

Ĉ = sup
j

||dσn2ej ||C2, (20)

E = 2

(

θ

1 − θ
+ 2

)

, (21)

N =
16E + 8

ε1
(22)

δ =
4

N2Ĉ
(23)

Let ε4 be a number such that

ε4 <
1

4
(24)

and if ~Z1, ~Z2 are two vectors such that

||~Z1|| ≥
3

64
||~Z2||

and
||~Z1 + ~Z2|| ≥ ||~Z1|| + (1 − ε4)||~Z2||

then
∥

∥

∥

∥

∥

~Z1

||~Z1||
−

~Z2

||~Z2||

∥

∥

∥

∥

∥

≤ δ (25)

Set n0 = n2 + n3. where a number n3 ≥ n1 is such that the following
inequalities hold

θn0

λ0
<

1

4
, (26)

Nθn0 ≤
1

8κ
, (27)

Nδθn0 ≤
ln 2

2
, (28)

Nδθn0 ≤
1

32κ
. (29)
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Let w(x) be a branch of σ−n2 : M → U and set zjk = y
(n3)
jk ◦ w.

We now follow a construction of [22]. Let us recall it. Divide M into
“cubes” of diameter δ

λ
: M =

⋃

t

Ct(λ). (Here by cube in M we mean an

image of a cube in R
d under the covering map.)

We now want to improve upon the estimate of Proposition 3.16. Let

KA = {R : M → R : ‖∂x ln R‖ ≤ A}.

Lemma 3.18. There exist ε, n̄ so that for given λ there are linear
operators N1(λ),N2(λ) . . .Nl(λ)(λ) preserving K2λ and such that
a) For R ∈ K2λ

∫

|NjR|2 dν ≤ (1 − ε)

∫

R2 dν;

b) If | ~H(x)| ≤ R(x), ‖D ~H(x)‖ ≤ 2κλR(x) for some R ∈ K2λ then
there exist j = j(H, R) such that

|Lλ
n̄ ~H(x)| ≤ (Nj(R))(x) (30)

and

‖D(Lλ
n̄ ~H)(x)‖ ≤ 2κλ(NjR)(x). (31)

To prove this lemma we need several auxiliary estimates.
Take a cutoff function φt(x) satisfying

(a) supp φt ∈ Ct;
(b) φt(x) = 1 if x ∈ Ct and dist(x, ∂Ct) > δ

8λ
;

(c) ‖φt‖1 ≤ Cλ.
Set φtjk = φt ◦ z−1

jk . If J is a set of indices let φJ =
∑

(tjk)∈J

φtjk. Set

N (J,ε4)R = Ln0
f ((1 − ε4φJ)R). Call J N−dense if ∀t∃t′ ∈ J such that

dist(Ct, C′
t) < Nδ

λ
. The following result is essentially proven in [22].

Proposition 3.19.

(1) N (J,ε4) : K2λ → K2λ; (32)

(2) If ‖ ~H‖(x) ≤ R(x), ‖D ~H‖(x) ≤ 2κλR(x) then

‖D(Lλ
n0 ~H)‖(x) ≤ 2κλN (J,ε4)R(x); (33)

(3) ∃ε5 such that if J is N−dense and R ∈ K2λ, then
∫

(N (J,ε4)R)2dµ ≤ (1 − ε5)

∫

R2dµ.
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Proof: (1) and (3) are established in [22] (note that (1) and (3)
deal with functions M → R rather than M → Hλ(X).) (2) follows from
(19) and the second condition of Proposition 32 by the same calculation
as in Proposition 3.16. �

We want to find N−dense J so that N (J,ε4)R satisfies (31). Let

ρǫ
jk(x) =

∑

jk

efn0 (zjk)πλ(τn0zjk)H(zjk)

(

∑

jk

efn0 (zjk)R(zjk)

)

− ǫefn0 (zj0k0
)R(zj0k0)

.

Call Ct good if ∃j0(t), k0(t) so that on Ct ‖ρ
ε4
j0k0

‖ ≤ 1.
Let C =

⋃

dist(Ct′Ct)≤Nδ
|λ|

Ct′ .

Definition. If Φ is a function on a set U let

OscUΦ = max
U

Φ − min
U

Φ.

Proposition 3.20. Let ~H, R satisfy ‖ ~H‖ ≤ R, ‖ ~H ′‖ ≤ 2κλR, R ∈
K2λ.
a) ∀x, x′ ∈ C, ∀j, k

1

2
≤

R(zjk(x))

R(zjk(x′))
≤ 2; (34)

b) Fix j, k. Then either

‖ ~H(zjk(x)‖ ≤
3

4
R(zjk(x))∀x ∈ C (35)

or ‖ ~H(zjk(x))‖ ≥
1

4
R(zjk(x).∀x ∈ C (36)

(c) Moreover if (36) holds then

‖ ~H(zjk(x)) − ~H(zjk(x
′))‖ ≤ δ‖ ~H(zjk(x))‖. (37)

and
∥

∥

∥

∥

∥

~H(zjk(x))

|| ~H(zjk(x))||
−

~H(zjk(x
′))

|| ~H(zjk(x′))||

∥

∥

∥

∥

∥

≤ 2δ (38)

Proof: (a) We have | d
dz

ln R| ≤ 2λθn0. Thus

OscC(ln R) ≤ 2λθn0
Nδ

λ
= 2Nδθn0 .

By (28) the oscillation of ln R on C is less than ln 2 as claimed;
(b) Suppose there is a point x̃ such that

|| ~H(zjk(x̃)|| ≤
1

4
R(zjk(x̃)).



22 DMITRY DOLGOPYAT

Then ∀x ∈ C

||
d ~H

dx
(x)|| ≤ 2κλ · 2R(zjk(x̃))|

dz

dx
| ≤ 4κλR(zjk(x̃))θn0.

Thus ∀x ∈ C

|| ~H(zjk(x))|| ≤ || ~H(zjk(x̃))|| +
Nδ

λ
4κλR(zjk(x̃))θn0 ≤ (39)

(

1

4
+ 4κNδθn0

)

R(zjk(x̃)) ≤
3

8
R(zjk(x̃))

(the last inequality holds since (29) implies that 4κNδθn0 < 1
8
.)

But
3

8
R(zjk(x̃)) ≤

3

4
R(zjk(x))

by (a);
(c) (37) follows from (39) and (27). (38) follows from (37) because

∥

∥

∥

∥

∥

~H(zjk(x))

|| ~H(zjk(x))||
−

~H(zjk(x
′))

|| ~H(zjk(x′))||

∥

∥

∥

∥

∥

≤

∥

∥

∥

∥

∥

~H(zjk(x))

|| ~H(zjk(x))||
−

~H(zjk(x
′))

|| ~H(zjk(x))||

∥

∥

∥

∥

∥

+

∥

∥

∥

∥

∥

~H(zjk(x
′))

|| ~H(zjk(x))||
−

~H(zjk(x
′))

|| ~H(zjk(x′))||

∥

∥

∥

∥

∥

≤

δ +
|| ~H(zjk(x

′))||

|| ~H(zjk(x))|||| ~H(zjk(x′))||
|| ~H(zjk(x

′)) − ~H(zjk(x))|| ≤ 2δ. �

Lemma 3.21. ∀t ∃t′ such that Ct′ is good and dist(Ct, Ct′) ≤
Nδ
λ

.

Proof: If for some j0, k0 alternative (35) holds then ‖ρ
1
4
j0,k0

(x)‖ ≤ 1,
so we may assume that (36) is always true. We assume that no Cs ⊂ C
is good and get a contradiction. So suppose that ∀s, j, k ∃x(s, j, k) ∈ Cs

such that ρε4

jk(x(s, j, k)) > 1. Take some x0 ∈ C and choose j0, k0 such
that R(zj0k0(x0)) is the smallest. (34) implies that ∀x, j, k

R(zj0k0(x)) ≤ 4R(zjk(x)).

Let ~Mjk(x) =
~H(zjk(x))

‖ ~H(zjk(x))‖ ,
~K(x) = πλ(τn0(zj0k0(x))) ~Mj0k0(x). (35) and

(25) now give

‖πλ(τn0(zjk(x(t, j0, k0))) ~Mjk(x(t, j0, k0)) − ~K(x(t, j0, k0))‖ ≤ δ

Proposition 3.15 and (38) now imply that ∀j, k

OscCs
(πλ(τn0(zjk(x) ~Mjk(x) ≤

Eδ

2
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so ∀x ∈ Cs

‖πλ(τn0(zjk(x)) ~Mjk(x) − ~K(x)‖ ≤ Eδ (40)

where E = 2( θ
1−θ

+1) by (37) and Proposition 3.15. Since s is arbitrary
this holds for all x ∈ C. Hence ∀x, x′ ∈ C ∀j

‖ ~K(x′) − πλ(τn0(zj1(x
′))τ−1

n0
(zj1(x))) ~K(x)‖ ≤

‖ ~K(x′)−πλ(τn0(zj1(x
′)) ~Mj1(x

′)‖+ ‖ ~Mj1(x
′)−πλ(τ

−1
n0

(zj1(x))) ~K(x)‖ ≤

The first term here can be bounded by Eδ while the second one is less
than

‖ ~Mj1(x
′) − ~Mj1(x)‖ + ‖ ~Mj1(x) − τ−1

n0
(zj1(x))) ~K(x)‖ ≤ (E + 1)δ.

Hence

‖ ~K(x′) − πλ(τn0(zj1(x
′))τ−1

n0
(zj1(x))) ~K(x)‖ ≤ (2E + 1)δ.

By the same token

‖ ~K(x′) − πλ(τn0(zj2(x
′))τ−1

n0
(zj2(x))) ~K(x)‖ ≤ (2E + 1)δ.

Therefore

‖
[

πλ(τn0(zj1(x
′))τ−1

n0
(zj1(x))) − πλ(τn0(zj2(x

′))τ−1
n0

(zj2(x)))
]

~K(x)‖

≤ (4E + 2)δ. (41)

Now let j, ej be as in Lemma 3.17 with ~H = ~K(x0). Set ẽj = dσn2ej

and let x be obtained from x0 by shifting along the flowlines of ẽj on

distance Nδ
λ

. Let x(t) be this flowline. Let ~H(t) =
[

πλ(τn0(zj1(x))τ−1
n0

(zj1(x0))) − πλ(τn0(zj2(x))τ−1
n0

(zj2(x0)))
]

~K(x0).

Then ~H(0) = 0,

(∂t
~H)(0) =

[

Θn3
j1 − Θn3

j2

]

(w(x0)) ~K(x0)

and (∂t
2 ~H)(t) = πλ(Y (t)) ~K(x0) where Y (t) is a second order differen-

tial operator and ‖Y (t)‖ ≤ Const. So

‖(∂t
2 ~H)(t)‖ ≤ Ĉλ2. (42)

Hence

~H

(

Nδ

λ

)

=
Nδ

λ

[

Θn3
j1 − Θn3

j2

]

(w(x0)) ~K(x0) + r (43)

where r < Ĉ(Nδ2). Hence
∥

∥

∥

∥

~H

(

Nδ

λ

)∥

∥

∥

∥

≥ Nδε1 − Ĉ(Nδ)2. (44)

Now by (22) Nδε1 ≥ (16E + 8)δ whereas by (23) ĈN2δ2 = 4δ. Thus
(44) contradicts (41), which proves Lemma 3.21. �
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Proof of Lemma 3.18: Set J = {(j0(t), k0(t), t) : Ct is good }.
Then N J,ε4 satisfies conditions (a) and (b) of Lemma 3.18 and so this
lemma is established. �

Proof of the Theorem 3.2: Define recursively R0 ≡ ‖Aλ‖λ · 1,
Rs+1 = N J(Rs,Lλ

n0sAλ),ε4Rs then ‖Lλ
n0sAλ‖(x) ≤ Rs(x) and so

∫

(Lλ
n0sAλ)Bλdµ ≤

(
∫

R2
sdµ

) 1
2
(
∫

|Bλ|
2dµ

)1
2

≤

(1 − ε)s‖Aλ‖‖Bλ‖. �

3.5. Characterization of exponential mixing. In this subsection
we again assume that X = G. We will finish the proof of Theorem 3.3
by establishing the following result.

Proposition 3.22. If X = G and T is exponentially mixing, then it
is completely uniformly non-integrable.

Proof: Assume T is ergodic but h 6= g. We must show that T does
not mix exponentially. Let g = g1 ⊕ g2, where g1 is the center of g,
g2 = [g, g]. Since h is an ideal in g and H contains [G, G] by Corollary
2.6, we see that h = g̃ ⊕ g2 where g̃ 6= g1. In this case we show that T
has poor ergodic properties even on G/[G, G] so we can assume from
the beginning that G = T

d = R
d/Z

d and g̃
⋂

Z
d = {0}. We can regard

g̃ as a subspace of R
d. Let P : M ×T

d → T
d be the natural projection.

The proof of Lemma 3.13 shows that we can obtain τ(x) = a0 + α(x),
α(x) ∈ g̃ by a coordinate change. Let A(x, t) = φ1(t), B(x, t) = φ2(t),
where φ1, φ2 ≥ 0,

∫

φ1(t) dt =
∫

φ2(t) dt = 1 supp φ1 ⊂ B(x1, ε),
supp φ2 ⊂ B(x2, ε), ‖φ1‖, ‖φ2‖ ≤ ε−N . If T were exponentially mixing,

there would be a constant C such that
∫

A(q)B(T C ln 1
ε q)dµ(q) > 0 and

therefore PB(x1, ε)
⋂

B(x2, ε) 6= ∅. Thus P (T C ln 1
ε P−1(x1)) is a 2ε–net

in T
d i.e P (T C ln 1

εB(x1, 2ε)) = T
d. However the pullback of this set to

R
d is contained in 2ε neighborhood of the ball in Ca0 ln 1

ε
+ g̃ centered

at Ca0 ln 1
ε
+ x0 and of radius Consta0 ln 1

ε
. So its volume tends to 0 as

ε → 0, a contradiction. Hence T does not mix exponentially. �

3.6. Prevalence of complete non-integrability. In this subsection
we prove Theorem 3.4.

Proposition 3.23. If

Γ̄e/Center(G) = G/Center(G) (45)

and
h/[g, g] = g/[g, g] (46)

then h = g.
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Proof: By (45), [Γ̄e, Γ̄e] = [G, G] so h is [G, G] invariant. Applying
Lemma 3.11 to G/Center(G) we obtain h/Center(g) = g/Center(g)
and by [G, G] invariance, [g, g] ⊂ h. This together with (46) implies
that h = g. �

Proof of Theorem 3.4: By the above proposition we need to
show that both (45) and (46) are violated at most on a manifold of a
positive codimension.

(45): We can assume without loss of generality that G is semisimple.
Let q1 and q2 be periodic points of periods n1 and n2 respectively and
W be some t-chain joining q1 and q2. Then

Γ̄e(q1) ⊃< {τn1(q1), g(W )τn2(q2)g
−1(W )} > .

But the set of pairs (g1, g2) ∈ G × G such that < g1, g2 > 6= G is
an algebraic submanifold of positive codimension [25]. (Recall that
< g1, g2 > denotes the subgroup generated by g1 and g2.) Thus (45) is
true generically.

(46): Here we can assume without loss of generality that G = T
d.

Denote

V (~e, vy, ~̃y, x) = ∂x′

~e [∆u((x, ~y), (x′, ~y′)) − ∆u((x, ~̃y), (x′, ~̃y′))]x′=x

(see Subsection 3.2.) To show that generically h(q) = R
d it suffices to

show that (always) for any x ∈ M

Range

(

dV

dτ
(~e, ~y, ~̃y, x)

)

= R
d.

But
dV

dτ
(~e, ~y, ~̃y, x))(δτ) = Θ(δτ, x, ~y, ~e) − Θ(δτ, x, ~̃y, ~e)

where Θ(τ, . . . ) is defined by (16). Now let U be a small ball in M and y,
ỹ be two sequences such that the preimages of x corresponding to y visit
U exactly once (say xj = σ−jx) and no preimage of x corresponding
to ỹ visits U. Let δτ = φ(x)~v, where supp φ ⊂ U and ~v ∈ R

d. Then
dV
dτ

(~e, ~y, ~̃y, x))(δτ) = (∂σ−j~eφ)~v and such vectors span R
d. �

4. Subshifts of finite type

4.1. Content of this section. In this section we study mixing rates
of compact group extensions of one–sided subshifts of finite type.

The key notion of this section is that of Diophantine subset discussed
in Appendix A. To state our results we need some auxiliary nota-
tion. If ω0 is a two-sided sequence, let Γt(ω

0, l1, l2) be the set {g(W )}
for all t-chains W = (ω1, ω1 . . . ωl), ωl = ω0 such that l ≤ l1 and if
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ωj+1 ∈ W s(ωj) then (σl2ωj+1)+ = (σl2ωj)+ and if ωj+1 ∈ W u(ωj) then
(σ−l2ωj+1)− = (σ−l2ωj)−, where ω+ (ω−) denotes {ωj}j≥0 ({ωj}j≤0).

Theorem 4.1. (Mixing) If for some ω0, l1, l2 Γt(ω
0, l1, l2) is Diophan-

tine, then ∀A, B ∈ Cθ,k(Σ
+)

|ρ̄A,B(n)| ≤ Const‖A‖k‖B‖0

(

1

n

)β(k)

, (47)

where β(k) → ∞ as k → ∞.

Theorem 4.2. (Characterization) If (47) holds, then Γt(ω
0, l1, l2)

is Diophantine for any ω0 for large l1, l2.

Theorem 4.3. (Prevalence) The set of τ ’s such that Γt(ω, l1, l2)
is Diophantine for large l1, l2, contains an open and dense subset of
Cθ(Σ

+, G).

Remark. This result can be rephrased by saying that a generic skew
product over a one-sided subshift of finite type is stably rapidly mixing.

4.2. Decay of correlations. Proof of Theorem 4.1. Without
loss of generality we may assume that

∫

A(x)dx = 0. Let

‖ ~H‖λ = max

(

‖ ~H‖0, Const
L( ~H)

|λ|

)

where L( ~H) denotes the Lipschitz constant of ~H as an element of
Cθ(Σ

+, L2(G)) and Const is chosen in such a way that ‖Ln
λ‖λ ≤ 1

for large n (cf the proof of Proposition 3.16) We need the following
estimate.

Proposition 4.4. ‖Ln
λ‖λ ≤ Const|λ|β1

(

1 − |λ|−β2

)n

.

Corollary 4.5. If A ∈ Ck,θ and
∫

A(ω, x)dµ(ω)dx = 0, then

‖Ln
πA‖0 ≤ Const‖A‖kn

−β(k), (48)

β(k) → ∞ as k → ∞.

Clearly this corollary proves Theorem 4.1. �Let us first derive
Corollary 4.5 from Proposition 4.4 and then return to the proof of the
proposition.

Proof of the corollary: We have L(Aλ) ≤ ‖A‖kConst|λ| and

‖Aλ‖0 ≤ Const‖A‖k|λ|
−β3 where β3 → ∞ as k → ∞. Using the bound

(see [37] or Proposition 3.16)

L(Lm
λ

~H) ≤ Const|λ|(|H‖0 + θnL( ~H))
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we obtain

L
(

LConst ln |λ|
λ

~H
)

≤ |λ|−β3+2

if Const is large enough. Hence

‖Ln
λ
~H‖ ≤ Const|λ|β1

(

1 − |λ|−β2

)n−Const ln |λ|

Also we always have ‖Ln
λAλ‖0 ≤ ‖Aλ‖0 ≤ ‖A‖k||λ||

−β3. Thus

‖Ln
πA‖0 ≤

∑

|λ|≤n
1
2 β2

‖Ln
λAλ‖0 +

∑

|λ|>n
1
2 β2

‖Aλ‖0

The first term is at most Const‖A‖ke
−√

n while the second does not
exceed

‖A‖k

∑

|λ|>n
1
2 β2

|λ|−β3 ≤ Const‖A‖kn
−β(k). �

Proof of the Lemma: Set m(λ) = [C1 ln |λ|], m̃(λ) = m(λ) + l2
where the restrictions on C1 will be clear later (see Lemma 4.7).

Lemma 4.6. If ∀ ~H such that ‖ ~H‖λ ≤ 1 ∃β4 > 0, ω ∈ Σ and m ≤ m̃(λ)

so that ‖Lm
λ

~H(ω)‖0 < 1− |λ|−β4 then the statement of Proposition 4.4
is true.

Proof: Repeat the proof of Lemma 3 from [20]. (See also the proof
of (1)⇒(4) in Theorem A.2.) �

So we have to prove that for β4 large enough the conditions of the
Lemma are satisfied. So take some ~H with ||H||λ ≤ 1. So we assume
that

‖(Lλ
m ~H)(ω)‖0 ≥ 1 − |λ|−β4 (49)

for m ≤ m̃(λ) and get a contradiction. Consider two points ω̄, ω̃ such

that σmω̄ = σmω̃ = ω. Consider (Lm
λ

~H)(ω).
Among other terms it contains

efm(ω̄)πλ(τm(ω̄)) ~H(ω̄) + efm(ω̃)πλ(τm(ω̃)) ~H(ω̃).

(49) implies that

||efm(ω̄)πλ(τm(ω̄)) ~H(ω̄) + efm(ω̃)πλ(τm(ω̃)) ~H(ω̃)|| ≥

(1 − λ−β4)||efm(ω̄)πλ(τm(ω̄)) ~H(ω̄)|| + ||efm(ω̃)πλ(τm(ω̃)) ~H(ω̃)||.

Therefore efm(ω̄)πλ(τm(ω̄)) ~H(ω̄) and efm(ω̃)πλ(τm(ω̃)) ~H(ω̃) are almost
collinear. That is

‖πλ(τm(ω̄)) ~H(ω̄) − πλ(τm(ω̃)) ~H(ω̃)‖ ≤ Cλ−β5, (50)
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β5 → ∞ as β4 → ∞. Denote by ω(m, j) an one-sided sequence

(ω(m, j))i = ωj
i−m.

Let ~Hj = ~H(ω(m(λ), j)), ~Kj = πλ(τm(λ)(ω(m(λ), j))) ~Hj. By assump-

tion ∃W such that g(W ) satisfies (60) with ~H = ~K0.

Lemma 4.7. If ~H satisfies (50) then

‖ ~Kj+1 − πλ(g(ωj, ωj+1)) ~Kj‖ ≤ Cλ−β6 (51)

where β6 → ∞ as C1 → ∞.

Proof: Consider the following two cases:
(1) If ωj+1 ∈ W s(ωj), then applying (50) with ω̃ = ω(m(λ), j),

ω̄ = ω(m(λ), j), m = m̃(λ) we get

‖ ~Kj+1 − πλ(τ
−1
l2

(ωj+1
+ )τl2(ω

j
+)) ~Kj‖ ≤ Cλ−β5;

(2) If ωj+1 ∈ W s(ωj), then

‖ ~Hj+1 − ~H‖ ≤ Constθm(λ)−l2‖H‖λ ≤ Constθm(λ)λ.

Using the relation between ~Hj and ~Kj we get

‖ ~Kj −πλ

(

τ−1
m(λ)(ω(m(λ), j + 1))τm(λ)(ω(m(λ, j)))

)

~Kj‖ ≤ Constθm(λ)λ

but
∣

∣

∣
τ−1
m(λ)(ω(m(λ), j + 1))τm(λ)(ω(m(λ, j))) − ∆u(ω

j, ωj+1)
∣

∣

∣
≤ Constθm(λ)

while ‖πλ(g) − 1‖ ≤ λ which completes the proof. �

Adding (51) for all j and using ~K l = ~K0 we get

‖πλ(g(W )) ~K0 − ~K0‖ ≤ C(β6)λ
−β6l1

where β6 can be made as large as we wish by choosing C1 large which
contradicts to the Diophantine condition. Hence Proposition 4.4 is
established. �

Corollary 4.8. For G semisimple ergodicity implies rapid mixing.

Proof: Γt acts transitively on X. Since
⋃

l1,l2

Γt(ω
0, l1, l2)

generate Γt(ω
0) Corollary A.5 shows that Γt(ω

0, l1, l2) is Diophantine
for large l1, l2. �
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4.3. Characterization of rapid mixing. Proof of Theorem 4.2.
By the results of Section 2, we can assume without the loss of generality
that T is reduced. Because T is mixing the only way Γt(ω

0, l1, l2) can
fail to be Diophantine is that p(Γt(ω

0, l1, l2)) is not Diophantine on
[Γ̄t, Γ̄t]\X. Hence we may assume from the beginning that G = X = Td.
Fix l1, l2. If Γt(ω

0, l1, l2) is not Diophantine ∀β ∃~m : ∀W

| exp(2πi(~m, g(W ))) − 1| ≤
1

|~m|β
.

In particular (Proposition 2.4) ∀ω1, ω2

| exp(2πi(~m, τ(ω1) − τ(ω2))) − 1| ≤
1

|~m|β
.

Thus ∃ϕ0 such that

| exp(2πi(~m, τn(ω))) − exp(2πiϕ0)| ≤
n

|~m|β
.

If β is large enough this is incompatible to (47) with A(ω, t) = B(ω, t) =
e2πi(~m,t). �

This statement has several nice corollaries.

Definition. Call T locally transitive if there are ω0, l1, l2 such that
Γt(ω

0, l1, l2)x0 = X for any x0 ∈ X.

Let Ta be the maximal abelian subextension of T.

Corollary 4.9. If T is ergodic then it is rapidly mixing if and only if
its maximal abelian subextension is rapidly mixing.

Proof: This follows immediately from Theorems 4.1, 4.2 and Corol-
lary A.7. �

Corollary 4.10. The property of rapid mixing does not depend on the
Gibbs measure in the base.

Corollary 4.11. If Ta is locally transitive then T ∈ RM.

4.4. Prevalence of rapid mixing. This subsection complements the
results of Appendix A in the following way. In the appendix we show
that Diophantineness is generic in measure theoretic sense. However,
for toral action, the opposite property is topologically generic. There-
fore, even though most of finite sets are Diophantine, the corresponding
constants behave rather irregularly which makes this result of limited
value. However, our condition in Theorem 4.1 involves much larger
group (namely, the group of all closed t-chains). This explains why
Theorem 4.3 holds.
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Proof of Theorem 4.3: Clearly it is enough to consider the
action of G on itself by translations. We again reduce the problem to
the toral case. Indeed it follows from the results of Appendix A, that
for an open and dense set of extensions Γ̄t ⊃ [G, G]. Hence we can
factor it out and end up with toral extensions as claimed. (We could
also appeal here to [27] and Corollary 4.9.) So let G = T

d = R
d/Z

d.
In this case Γt(ω) does not depend on ω by Proposition 2.2 so we will
move the base point freely. We will consider the simplest t-chains of the
form W = (ω1, ω2, ω3, ω4) such that ω1

0 = ω2
0 = ω3

0 = ω4
0 and ω1

+ = ω2
+,

ω3
+ = ω4

+, ω1
− = ω4

−, ω2
− = ω3

−. So we let

ϕ(ω1, ω2, ω3, ω4) = g(ω1, ω2, ω3, ω4) =
∞
∑

j=−∞

[

τ(σjω1) − τ(σjω2) + τ(σjω3)τ(σjω4)
]

. (52)

We will write ϕτ if it is not clear which skewing function is used. Recall
that we consider the case τ ∈ C+(Σ). The following bound is immedi-
ate.

Proposition 4.12. If ∀j, k d(ωj, ωk) ≤ θN then

ϕ(ω1, ω2, ω3, ω4) ≤ Constθ2N‖τ‖.

Proof: As ω1
+ = ω2

+, ω3
+ = ω4

+, all positive terms in (52) vanish.
The first non-negative term corresponds to j = −N. �

Fix some element α of our alphabet. If n0 is large enough, we find
(d + 2) periodic points ω1 . . . ωd+2 of prime period n0 such that ωj

0 = α
and their orbits do not intersect. Let ακ1, ακ2, . . . ακd+2 be the cor-
responding words of length n0. Let ξ+ = (ακd+1)∞0 , ξ+ = (ακd+2)0

−∞.
Finally denote by CjN the cylinders CjN = C(ακj)2N+2 . We consider per-
turbations of τ of the form

τ̃ = τ +
d
∑

j=1

ej

∞
∑

l=1

εjlθ
2ln0χCjl

(53)

with |εjl| ≤ ǫ. We prove that for any ǫ we can make τ̃ satisfy the con-
ditions of the proposition. We will choose parameters εjl by induction.
Assume that we already defined {εjl}l<N . Let

ωjN1 = ξ−(ακj)N+1|(ακj)N+1ξ+, ωjN2 = ξ−(ακj)N |(ακj)N+1ξ+,

ωjN3 = ξ−(ακj)N |(ακj)Nξ+, ωjN4 = ξ−(ακj)N+1|(ακj)Nξ+

(here | is used to mark the place before the zeroth letter). We have

ϕτ̃ (ω
jN1, ωjN2, ωjN3, ωjN4) =

ϕτ (ω
jN1, ωjN2, ωjN3, ωjN4) + ϕτ (1,N−1)(ωjN1, ωjN2, ωjN3, ωjN4)+
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ϕτ (N,N)(ωjN1, ωjN2, ωjN3, ωjN4) + ϕτ (N+1,∞)(ωjN1, ωjN2, ωjN3, ωjN4)

where the second term corresponds to the summation from 1 to N − 1
in (53), the third one corresponds to the N -th term and the last one
corresponds to the remainder. Now

ϕτ (N+1,∞)(ωjN1, ωjN2, ωjN3, ωjN4) = 0

as no ωjNk contains (ακl)2N+4. Also

ϕτ (N,N)(ωjN1, ωjN2, ωjN3, ωjN4) = εjNθ2Nn0ej.

Let

ηjN =
ϕτ (ω

jN1, ωjN2, ωjN3, ωjN4) + ϕτ (1,N−1)(ωjN1, ωjN2, ωjN3, ωjN4)

θ2Nn0
.

By Proposition 4.12 ηjN is less then some constant E. So

ϕτ̃ (ω
jN1, ωjN2, ωjN3, ωjN4) = θ2Nn0 (ηjN + εjNej) .

The next statement follows immediately by compactness arguments.

Proposition 4.13. Let d, ǫ be fixed. There is a constant δ such that
we always can choose εjN ∈ [−ε, ε] so that

|Vol(η1N + ε1Ne1, . . . , ηdN + εdNed)| ≥ 2δ.

Thus τ̃ and its small perturbations will satisfy
∣

∣

∣

∣

Vol

(

ϕτ̄ (ω
1N1, ω1N2, ω1N3, ω1N1)

θ2Nn0
, . . . ,

ϕτ̄ (ω
dN1, ωdN2, ωdN3, ωdN1)

θ2Nn0

)∣

∣

∣

∣

≥ δ (54)

Also if τ̄ is close to τ̃ then

|ϕτ̄ (ω
jN1, ωjN2, ωjN3, ωjN4)| ≤ 2E (55)

We claim that (54) and (55) guarantee that the set

{ϕ(ωjN1, ωjN2, ωjN3, ωjN4)}d∞
jN=11

is Diophantine. Indeed take some ~m. Let K = maxmj . Take minimal N
such that Eθ2Nn0 ≤ 1

100dK
. Then |(~m, ϕ(ωjN1, ωjN2, ωjN3, ωjN4))| ≤ 1

50
.

So in order for exp[2πi(~m, ϕ(ωjN1, ωjN2, ωjN3, ωjN4))] to be close to
1, this product has to be small. However this is impossible for all
j. Indeed, if |(~m, ϕ(ωjN1, ωjN2, ωjN3, ωjN4))| ≤ δ̃ then all the vectors
ϕ(ωjN1,ωjN2,ωjN3,ωjN4)

θ2Nn0
are confined to the cylinder whose base has radius

2E and is perpendicular to ~m and whose height is 200Edδ̃. If δ̃ is small
enough this is incompatible with (54). This completes the proof. �
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Remark. In the toral case we consider the same perturbation as in
[39] but we analyze its effect more carefully. In fact, for extensions over
symbolic systems it is not true that stable ergodicity implies polynomial
decay of correlations. For example, let Σ be the full two shift, G =
T

1 and τ(ω) =
∑

j

θnjχC
(1)

nj
(ω). Then if nj grow very fast, we can

very well approximate τ by locally constant functions, so the decay
of correlations in this example can be arbitrary slow. Instead, stably
ergodic systems have the property that ∃γn = γn(τ) → 0, k = k(τ)
such that if τ̃ is close to τ then

|ρ̄A,B(n, T̃ )| ≤ ‖A‖k‖B‖kγn.

Nor it is true that rapid mixing is stable. For example, consider the
set of T ’s with skewing function locally constant with fixed number of
domains of the constancy (still G = T

1).Then almost all T ’s in this set
are rapidly mixing but the set of the transformations not having this
property contains a countable intersection of open dense sets.

5. Axiom A.

Here we finish the proof of the theorems given in the introduction.
Theorem 1.1 follows immediately from Theorems 4.1 and 4.2 via the
reduction described in subsection 2.5. Likewise Corollary 1.3 follows
from Corollaries 4.8 and A.6(b) and Corollary 1.4 follows from Corol-
lary 4.9. To prove Corollary 1.2 more arguments are needed since a
perturbation inside subshifts of finite type can be done more easily
than for Anosov diffeomorphisms. We shall use the following result of
Burns and Wilkinson:

Proposition 5.1. ([17], Theorems 9.1 and 12.1) Let F : Y → Y be
an Anosov diffeomorphism of an infranilmanifold and T be a compact
group extension of F with X = G. If T is stably ergodic then it is locally
transitive.

Proof of Corollary 1.2: If T ∈ Int(ERG) then, in particular,
T ∈ ERG and so T ∈ RM if and only if Te ∈ RM. So we can
assume from the beginning that G = T

d. Then we can also suppose
that X = G. So, after all reductions we have T (y, x) = (F (y), τ(y)x)
where F is Anosov, Y is infranilmanifold and X = G = T

d. In this case
Proposition 5.1 shows that T is locally transitive and we are done by
Corollary 4.11. �
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6. Applications

Here we derive some consequences from our bounds for correlation
decay. More applications will be presented elsewhere [23].

6.1. Central Limit Theorem.

Corollary 6.1. Under the conditions of Theorem 1.1 there exists k
such that ∀A ∈ Ck(M) the sequence {A(T n(y, x))} satisfies Central
Limit Theorem (CLT).

proof: By (10) it is enough to prove CLT for extensions of subshifts
of finite type satisfying Theorem 4.1 and A ∈ Cθ,k(Σ

+). Recall [35] that
if T is an endomorphism of a measure space (M, ν) then the following
conditions suffice for CLT

(a)
∑

n

|

∫

Ā(m)Ā(Tm)dν(m)| ≤ ∞ and

(b)
∑

n(U∗nA)(m) converges uniformly, where U∗ is the dual to

(UA)(m) = A(Tm).

In our case (a) follows by Theorem 4.1 and (b) follows by Corollary
4.5 since in our situation U = Lπ. �

6.2. Equidistribution of the leaves. Here we provide estimate for
equidistribution of the images of local unstable manifolds under the
conditions of Theorem 4.1. But first we should pass to functions in
Cθ(Σ) rather then Ck,θ(Σ

+).

Corollary 6.2. Under the conditions of Theorem 4.1 for any pair
A, B ∈ Ck,θ(Σ)

|ρ̄A,B(N)| ≤ C‖A‖k,θ‖B‖0,θN
−θ(k),

β̃(k) → ∞ as k → ∞.

Proof: Plug the estimate of Theorem 4.1 in equation (9) . �

Corollary 6.3. Under the same conditions

|ρ̄A,B(N)| ≤ C‖A‖0,θ‖B‖k,θN
−β̃(k),

Proof: Replace T by T−1. �

Now we provide quantitative version of the K–property. Let

W u
loc(ω̃) = {ω : ω− = ω̃−}.

On Cω̃0 write ([32]) dµ(ω) = J(ω)dµ+(ω+)dµ−(ω−). Denote
∫

W u
loc

(ω̃)

H =

∫

W u
loc

(ω̃)

H(ω)J(ω) dµ+(ω).
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Proposition 6.4. If α ∈ Cθ(Σ, X) then
∫

W u
loc

B(TN(ω, α(ω))) →

∫

B(ω, x)dµ(ω)dx.

Proof: Let φ be a cutoff function concentrated on [−1, 1]d. Let IC
denote the indicator of C. Set

A(n,ε)(ω, x) =
IC−n,0(ω̃)(ω)φ(

(exp−1
α(ω)

x

ε
))

J(ω)

(

∫

X
φ(

(exp−1
α(ω)

x

ε
))dx

)

µ(C−n,0(ω̃))

,

Then ‖A‖θ,0 ≤ ConstKnε−d and
∫

A(n,ε)(ω, x)dµ(ω)dx = 1 + O(θn).

Also if (ω, x) ∈ supp A(n,ε) then

|B(T N(ω, x)) − B(T N([ω̃, ω], α([ω̃, ω])| ≤ Const(θn + ε).

Therefore ρA(n,ε),B(N) =
∫

W u
loc

B(T N(ω, α(ω)))(1 + O(θn + ε)). On the

other hand

ρA(n,ε),B(N) =

∫

B(ω, x)dµ(ω)dx(1 + O(θn + ε)) + O(Knε−dγN)

where

γN = sup
|ρ̄A,B(N)|

‖A‖θ,0‖B‖θ,k
(56)

Comparing these two estimates we get

|

∫

W u
loc

B(T N(ω, α(ω)))−

∫

B(ω, x)dµ(ω)dx| ≤

Const(θn + ε + O(Knε−dγN). � (57)

Remark. The above argument comes from [8] (cf. also [24]).

Corollary 6.5. If α ∈ Cθ(Σ, X) then

|

∫

W u
loc

B(T N(ω, α(ω)))−

∫

B(ω, x)dµ(ω)dx| ≤ Const‖B‖k,θN
− ˜̃β(k).

Proof: Use Corollary 6.3 and equations (56) and (57) . �
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6.3. Random walks on homogeneous spaces. Let X = G/H. Take
a finite set W = {g1, g2 . . . gd} ⊂ G and let ~p = {p1, p2 . . . pd} be a
probability distribution on W. Consider a Markov chain with the initial
distribution dx and xn = gjxn−1 with the probability pj. Denote by ga

j

and gs
j the projections of gj on G/[G, G] and G/Center(G) respectively.

We say that xn satisfies CLT if there is r > 0 such that for any

function A ∈ Cr(X) with zero mean
Pn−1

j=0 A(xj)√
n

converges in distribution

to a Gaussian random variable with zero expectation.

Proposition 6.6. Our Markov chain satisfies Central Limit Theorem
if and only if

〈W s〉 = G/Center(G) (58)

and

{ga
j − ga

k} is Diophantine (59)

Proof: (1) Suppose that (58) and (59) are satisfied. Consider the
subshift of finite type with alphabet W, transition matrix Ajk ≡ 1
and measure µ(Cw1...wn

) =
∏n

j=1 pwj
. Consider the skew extension with

τ(ω) = gω0. Since T is reduced, Γe is generated by {gj} and Γt is
generated by {gjg

−1
k }. Thus T is ergodic, and by Corollary 4.9 and

Theorem 4.1 it is rapidly mixing. Thus, by Corollary 6.1 xn satisfies
CLT.

(2) Let xn satisfy CLT. Then < W > is ergodic since otherwise there
would exist a non-constant W invariant function A of zero mean and

so
Pn−1

j=0 A(xj)

n
would not converge to 0 in distribution. Thus (58) holds.

If (59) would fail there would exist ml → ∞ such that

| exp[2πi(ml, (g
a
j − ga

k))] − 1| ≤
1

ml
l

.

By passing to a subsequence, we can assume that ml+1 ≥ m2r+8
l . Let

A(x) =
∑

l εl
1

mr+2
l

exp[2πi(ml, x
a)], where εl ∈ {0, 1} and xa denotes

the projection of x to X/[G, G]. Then

m2r+6
l
∑

j=1

A(xj) = γl(x0) + εlm
r+4
l exp[2πi(ml, x

a
0)] + O(m−ζ

l )

where ζ = (r + 2)(2r + 8) − (r + 6) = 2r2 + 11r + 10 and γl depends
only on ε1, ε2 . . . εl−1. Thus we can choose εl in such a way that

Prob





∑m2r+6
l

j=1 A(xj)

mr+3
l

>
ml

4



 ≥
1

2
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and so A does not satisfy CLT. �

7. Conclusions.

Here we describe how are results fit into the general theory of weakly
hyperbolic dynamical systems and present some open questions related
to this subject.

7.1. Mixing rates of skew extensions of Axiom A diffeomor-
phisms.

Question. Is stable ergodicity (stable rapid mixing and so on) generic
in the space of compact group extensions of Axiom A diffeomorphisms?

This question is easier when the set of non–wandering points of the
base transformation is large, for example, when it is connected (see
[26].) On the other hand nothing seems to be known if the base is a
horseshoe, especially in higher dimensions.

There are also some questions on the optimality of the bounds we
have obtained.

Question. Is exponential mixing generic among compact group exten-
sions of (say, volume preserving) Anosov diffeomorphisms?

Question. If G is semisimple and T is mixing, is it also exponentially
mixing?

More generally, in the case when non-wandering set of F is large
there are not so many situations where we can get an asymptotics of
the mixing rate.

Problem. Construct some examples where correlation functions could
be computed explicitly.

7.2. Partially hyperbolic systems. It is interesting to see how much
of the theory presented here can be extended to general partially hy-
perbolic systems where the central bundle is generated by the orbits of
some symmetry group. Examples of such systems include frame flows
on compact negatively curved manifolds (or products of such manifolds)
systems obtained by applying compact extension construction several
times, e.g. nilpotent extensions, etc (see [15] for more discussion).

Problem. Generalize the results of Section 2 to compact group exten-
sions of partially hyperbolic systems with accessibility property.

See [34] for some results along these lines.
More generally, here as well as in [20, 22], we showed how to derive

mixing properties of transversely hyperbolic systems with symmetries
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from the the property of the holonomy maps along short loops (the
first result in this direction appeared in [18]). One can ask what can
be said about more general partially hyperbolic systems. The best
result in this direction so far is a theorem of Pugh and Shub [41] saying
that partially hyperbolic volume preserving, dynamically coherent and
center-bunched systems with accessibility property are K-systems. In
particular, they enjoy mixing of all orders.

Question. Let f : M → M be a map satisfying conditions of Pugh
and Shub and moreover is locally transitive. What can be said about its
rate of mixing?

In the context of skew extensions of Axiom A some results are given
by Theorem 1.1 and Corollaries 1.2 and 1.3. Similarly one should
compare results of [16] and [22].

In full generality this question seems to be very hard but an ad-
vance in this direction would drastically increase our understanding of
partially hyperbolic systems.

Question. Does there exist a stably ergodic diffeomorphism which is
not mixing? Could the mixing rate of a stably ergodic diffeomorphism
be arbitrary slow? Could one get a uniform bound on the mixing rate
of a stably ergodic diffeomorphism?

Another question along the same lines is

Question. Must a stably ergodic diffeomorphism be Bernoulli? stably
Bernoulli?

At present not much is known about stably Bernoulli systems apart
from some examples constructed in [2, 5, 45].

7.3. Skew extensions of non-uniformly hyperbolic systems. In
recent papers [48, 49] Young introduced a class of non-uniformly hyper-
bolic systems which have statistical properties similar to that of Axiom
A attractors.

Problem. Generalize the results of this paper and [22] to the com-
pact group extensions of non-uniformly hyperbolic systems satisfying
the conditions of Young.

Examples of systems one would like to understand along these lines
are billiard flows, frame flows on manifolds without conjugated points.

7.4. Random walks on homogeneous spaces. The next question
deals with improving estimates of the Appendix.
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Question. In the case G is semisimple give more information about
the spectrum of the operator J defined in (61).

So far in all the examples where estimates could be obtained J has
a spectral gap. See [29] for the survey of known cases as well as some
numerical simulations.

Other questions deal with the situation of Subsection 6.3 without
the assumption that G is compact.

Problem. Give necessary and sufficient conditions for xn to satisfy
CLT.

This question appears to be hard especially if < W > is nilpotent,
but still it is possible that a nice characterization could be obtained for
large class of pairs (G, X).

Question. Is it true that generically xn satisfies CLT?

Some important special cases are studied in [6, 31].

7.5. Non rapidly mixing extensions. This subsection deals with
the classification of non rapidly mixing extensions. For example, if Y
is an infranilmanifold and F : Y → Y is Anosov and X = G, Corollary
1.2 tells us that stably ergodic maps are rapidly mixing. Now by [17]
non stably ergodic extensions can be characterized by the fact that by
a coordinate change T can be reduced to a subextension with skewing
function τ(x) belonging to a coset of a proper subgroup of G. Our
Theorem 3.3 has a similar conclusion.

Question. Is the same conclusion valid without the assumption that
X = G?

Some special cases are analyzed in [12].
Another question deals with a geometric characterization of expo-

nential mixing similar to our Theorem 1.1.

Question. Does exponential mixing depend on which Gibbs potential
we consider?

We plan to address some of these problems elsewhere.

Appendix A. Diophantine approximations.

Here we study some problems related to Diophantine approxima-
tions. Let a compact group G act transitively on a manifold X. Let
Hs denote the s − th Sobolev space: if f =

∑

λ fλ, fλ ∈ Hλ then
||f ||2s =

∑

λ ||fλ||2L2λ2s. || · || will denote L2-norm. Recall that π(g)f
denotes

[π(g)f ] (x) = f(g−1x).
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Definition. A subset W ⊂ G is called Diophantine if ∃α1, C1 so that
∀f ∈ Hλ, λ 6= 0, ∃g ∈ W such that

‖(1 − π(g))f‖ ≥ C1λ
−α1‖f‖. (60)

We shall say that W is Diophantine on X if it is not clear which
action of G we are considering.

Recall that 〈W 〉 denotes the smallest Lie subgroup of G containing
W.

Proposition A.1. (a)If W is Diophantine then 〈W 〉 acts transitively
on G.

(b) W is Diophantine if and only if W
⋃

W−1 is Diophantine.

Proof: (a) is clear, since otherwise there would be an 〈W 〉–invariant
function.

(b) ‖(1 − π(g))f‖ ≥ C1λ
−α1‖f‖⇔‖(1 − π(g−1))f‖ ≥ C1λ

−α1‖f‖. �

Now we consider the case when W is a finite set: W = {g1, g2 . . . gd}.
Let Sn denote the set of all words in W and W−1 of length at most n :
Sn = {g±1

i1
g±1

i2
. . . g±1

ik
}k≤n. Define

J(f) =
1

d

d
∑

l=1

π(gl)f. (61)

Let C∞
0 (X) denote the space of C∞-functions on X with zero mean.

Theorem A.2. The following conditions are equivalent:
(1) W is Diophantine;
(2) 1 − J is invertible on C∞

0 (X) and there is a constant α2 such that
for all s there is a constant Cs such that

‖(1 − J)−1f‖s ≤ Cs‖f‖s+α2;

(3) ∃C3, α3, x0 such that ∀ε, S[C3( 1
ε
)α3 ]x0 is an ε–net in X;

(4)∃C4, α4, such that ∀x0 ∀ε, S[C4(
1
ε
)α4 ]x0 is an ε–net in X;

(5) ∃C5, α5 such that ∀f :
∫

f(x)dx = 0,
∫

|f(x)|2dx = 1, |∆f(x)| ≤ λ2

there are g ∈ W and x0 ∈ X such that |f(x0) − f(gx0)| ≥ C5λ
−α5.

Proof: (1)⇒(2) : For f ∈ Hλ

([1 − J ]f, f) =
1

d

∑

l

([1 − π(gl)]f, f) (62)

Let j(f) be an index such that

‖(1 − π(gj(f)))f‖ ≥ C1λ
−α1‖f‖
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Since each term in (62) is positive

([1 − J ]f, f) ≥
1

d
([1 − π(gj(f))]f, f) =

1

d
(‖f‖2 − (π(gj(f))f, f)) =

1

2d
‖[1 − π(gj(f))]f‖

2 ≥
C2

1

2d
λ−2α1‖f‖2;

(2)⇒(4) : We have to find N such that for all x, y there is g ∈ SN such
that gB(x, ε

2
)
⋂

B(y, ε
2
) 6= ∅. If f, h ∈ Hλ then

1

N

∣

∣

(

(J − JN+1)(1 − J)−1f, h
)∣

∣ ≤ Const‖f‖0‖h‖0
λα2

N
.

Take f, h ∈ C∞(X) such that supp f ⊂ B(x, ε
2
), supp h ⊂ B(y, ε

2
),

f, g ≥ 0,
∫

f(x) dx =
∫

g(x)dx = 1 and ‖f‖0, ‖h‖0 ≤ Constε−m,

‖f‖2, ‖h‖2 ≤ Constε−m−2 where m = dimX
2

. Decompose f =
∑

λ

fλ,

h =
∑

λ

hλ, where fλ, hλ ∈ Hλ. We have

∣

∣

∣

∣

∣

(

1

N

N
∑

k=1

Jkf, h

)

− 1

∣

∣

∣

∣

∣

=

∣

∣

∣

∣

∣

(

1

N

N
∑

k=1

Jkf, h

)

−

∫

f(x)dx

∫

h(x)dx

∣

∣

∣

∣

∣

≤

∑

λ6=0

∣

∣

∣

∣

∣

(

1

N

N
∑

k=1

Jkfλ, hλ

)∣

∣

∣

∣

∣

=
∑

λ6=0

∣

∣

∣

∣

(

1

N
(1 − JN+1)(1 − J)−1)fλ, hλ

)∣

∣

∣

∣

=

(I) + (II)

where in (I) sum is taken over λ ≤ λ0 and in (II) λ > λ0.

(I) ≤ Const
λα2

N

∑

‖fλ‖0‖hλ‖0 ≤ Const
λα2

N
ε−2m.

(II) ≤
∑

λ>λ0

‖fλ‖0‖hλ‖0 ≤ λ−4
0

∑

λ>λ0

‖fλ‖2‖hλ‖2 ≤ λ−4
0 ε−2m+4.

Take λ0 = ε−
2m+5

4 , N = λα2
ε−2m−1. Then

∣

∣

∣

∣

∣

(

1

N

N
∑

k=1

Jkf, h

)

− 1

∣

∣

∣

∣

∣

≤ Constε,

so for some k (Jkf, h) > 0 and hence ∃g ∈ SN such that

gB(x,
ε

2
)
⋂

B(y,
ε

2
) 6= ∅.

Therefore SNx is an ε–net in X;
Clearly (4)⇒(3);
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(3)⇒(5) : Let N = [C3(
1
ε
)α3 ]. Take g ∈ SN such that |f(gx0) −

f(x0)| ≥
1
2
. Let g = gǫ1

i1
gǫ2

i2
. . . gǫN

iN
, where ǫj ∈ {−1, +1} then

1

2
≤
∑

k

∣

∣

∣
f(gǫk

ik
. . . gǫN

iN
x) − f(g

ǫk+1

ik+1
. . . gǫN

iN
x)
∣

∣

∣
.

So at least one of the terms is greater than 1
2N

;
(5)⇒(1) : Let f ∈ Hλ. By the Sobolev embedding Theorem

‖∇f‖C(X) ≤ Cλβ.

Thus if |f(gx0) − f(x0)| ≥ C5λ
−α5 then for x ∈ B(x0,

C5

4C
λ−(α5+β))

|f(gx0) − f(x0)| ≥
C5

2
λ−α5

and so
∫

|f(gx)− f(x)|2 dx ≥ Constλ−γ, γ = (α5 + β)dimX + 2α5. �

We now turn to the case when G is semisimple X = G and the action
is left translation.

Theorem A.3. W is Diophantine if and only if 〈W 〉 = G, moreover
there is a constant ǫ0 = ǫ0(G) such that any ǫ0–net in G is Diophantine.

Proof: In view of Proposition A.1 we only have to prove the “more-
over” part. We proceed by induction. Start with some small ε0 and
consider n0 so that Sn0 is an ε0–net in G. Define

εj+1 = (C̃εj)
4
3 , nj+1 =

[

C̄njε
− 1

3
j

]

.

Assuming that C̃, C̄ are large enough we show that Snj+1
is an εj+1–net

if Snj
is εj–net. Consider g with an invariant scalar product. We say

that a basis {Xk} is aligned if
(a)1

2
≤ ‖Xk‖ ≤ 2;

(b)∠(Xk, Xl) ≥
π
4
.

If εj is small enough, there is an aligned basis {X(j)
k } such that

x
(j)
k = exp(ε

2
3
j X

(j)
k ) ∈ Snj

. Thus

x
(j)
kl = [x

(j)
k , x

(j)
l ] = exp

(

ε
4
3
j [X

(j)
k , X

(j)
l ] + O(ε2

j)
)

∈ S2nj
.

Now the space of all aligned bases is compact and [g, g] = g, so we can

extract from {[X(j)
k , X

(j)
l ]} a basis {Y (j)

m } so that

c1 ≤ ‖Xk‖ ≤ c2 ∠(Xk, Xl) ≥ c3 (63)

By the same argument the set of the bases satisfying (63) is compact
and so given δ we can find C1, C2, C3 > 1 such that ∀Y : C1 ≤ ‖Y ‖ ≤ C2
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∃ak ∈ Z, |ak| ≤ C3 such that

‖Y −
∑

k

akY
(j)
k ‖ ≤ δ‖Y ‖.

So if εj is small enough then ∃C ′
1, C

′
2, C

′
3 such that ∀y : C ′

1ε
4
3
j ≤

dist(y, id) ≤ C ′
2ε

4
3
j ∃akl ∈ Z, |akl| ≤ C ′

3 such that dist(y,
∏

kl

(x
(j)
kl )akl) ≤

δε
4
3
j . We are now ready to establish our claim. Choose a neighbor-

hood U of the identity in G and introduce a coordinate system on U.

Partition U into coordinate cubes U =
⋃

t

Ct of diameter C̄ε
4
3
j . By as-

sumption ∀t ∃t′ : Ct′
⋂

Snj
6= ∅ and dist(Ct, Ct′) ≤ Constεj. Thus we

can join Ct′ and Ct by a chain Ct′ = C(0), C(1) . . . C(N) = Ct of at most

Constε
− 1

3
j elements. Now if C̄ is large enough the considerations above

imply that ∃C such that if Sn

⋂

C(i) 6= ∅ then Sn+Cnj

⋂

C(i+1) 6= ∅. Let

Nj = Cnjε
−1/3
j . Then SNj

intersects all Ct’s and so is εj+1–net in U.
But if ε0 is small enough then Sn0U = G. �

To pass to the general case we need a slight generalization of this
result.

Proposition A.4. Let G be a compact group and W ⊂ G be a finite
subset. Then

(a) W is Diophantine on 〈W 〉/Center(〈W 〉);
(b) dim[〈W 〉, 〈W 〉] is a lower semicontinuous function on G|W |.

Proof: (a) is a direct consequence of Theorem A.3 since the group
〈W 〉/Center(〈W 〉) is semisimple;

(b) We establish the following statement
Let H ⊂ G be a semisimple Lie subgroup, h = L(H), then ∃ε0 such

that if X1 . . .Xk is a basis in h such that

(Al) max(||Xj||) ≤ 2 min(||Xj||), ∠(Xi, Xj) ≥
π

4
,

||Xj|| ≤ ε0 then ∀Y1 . . . Yk such that ||Yj − Xj || ≤ ε0||Xj||, the group
F =< {exp(Yj)} > satisfies dim([F, F ]) ≥ dim(H).

The proof is by induction on codim(H). If H = G this follows from

Theorem A.3. For inductive step let y
(1)
j = exp(Yj). We proceed as

in the proof of Theorem A.3 constructing y
(m)
j = exp(Y

(m)
j ) ∈ [F, F ]

where Y
(m)
j satisfy (Al) and their norms decreases with m. Let δ be

sufficiently small constant. There are two cases:

(1) ∀m, j ∠(Y
(m)
j , h) < δ. The proof is completed as in Theorem A.3
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(2) ∃m, j such that ∠(Y
(m)
j , h) ≥ δ. Consider the one with minimal m.

Let L(G) = h+h1+h2, where ad(H) = 0 on h2 and is non-degenerate on

h1. It is easy to see that ||πh1Y
(m)
j || > δ||Y (m)

j ||/2. Then the statement

follows from the inductive assumption applied to L(Y1, . . . Yk, Y
(m)
j ).

Now we can dispose of the assumption that W is finite.

Corollary A.5. Let G, X be as above. For infinite W the following
conditions are equivalent

(1) W is Diophantine;
(2) W contains a finite Diophantine subset;
(3) 〈W 〉 = G.

Proof: We already know that (2)⇒(1)⇒(3). On the other hand
the proof of Theorem A.3 shows that if ε0 is small enough then any
ε0–net is Diophantine. So if (3) holds then Sn0 is an ε0–net for some
n0 and we can extract a finite subnet V ⊂ Sn0 . Now if W ′ is a finite
subset of W such that 〈W ′〉 ⊃ V then W ′ is Diophantine by Theorem
A.3. �

Remark. The above statements fail for the torus. For example the set
of all elements of finite order is Diophantine but it obviously does not
have finite Diophantine subset. On the other hand there are plenty of
t’s such that 〈{t}〉 = T but {t} is not Diophantine.

Corollary A.6. Let X be an arbitrary transitive G-space (G semisim-
ple). Then

(a) W is Diophantine iff 〈W 〉 acts transitively on X;

(b) If W is Diophantine and W̃ is close to W in the Hausdorff sense,
then W̃ is Diophantine.

Proof: (a) follows from Proposition 2.8(b) and Proposition A.4(a);
(b) follows from (a), Corollary A.5 and Proposition A.4(b) . �

Corollary A.7. Let G be any compact group and X be a transitive
G-space. Let p : 〈W 〉 → 〈W 〉/[〈W 〉, 〈W 〉] be the natural projection.
A set W is Diophantine iff 〈W 〉 acts transitively on X and p(W ) is
Diophantine on [〈W 〉, 〈W 〉]\X

Proof: Let W be a set satisfying the conditions of the corol-
lary. Suppose that ∀N there is a sequence fN ∈ HλN

such that
‖fN − π(g)fN‖ ≤ Cλ−N

N for g ∈ W. We want to get a contradiction
if N is large enough. By Corollary A.5 and the proof of Theorem
A.3 there is a finite set W̃ ⊂ Sm(W ) such that W̃ ⊂ [W, W ] and W̃
generates [G, G]. Let f̄(x) denote f̄ =

∫

[G,G]
fN(gx)dg. Then ∀g ∈ W
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‖f̄N − π(g)f̄N‖ ≤ Cλ−N
N , for

f̄N(gx) =

∫

[G,G]

fN(hgx)dh =

∫

[G,G]

fN(g(g−1hgx)dh = (fN ◦ g)(x)

By Corollary A.5 W̃ is Diophantine on [G, G] so there are constants

C(W̃ ), β(W̃ ) such that ||fN − f̄N || ≤ CλN−β
N . But f̄N can be regarded

as a function on [〈W 〉, 〈W 〉]\X so ∃g ∈ W such that ‖π(g)f̄ − f̄‖ ≥
Const−α(W ), a contradiction if N > α + β �.

Remark. This corollary yields quite comprehensive criterion for an
action to be Diophantine. Indeed Diophantine subsets of tori are well
studied. Also topological generators of semisimple groups are well un-
derstood. For example [4] proves that for a semisimlple G, pairs gen-
erating G form open dense set. Hence we have

Corollary A.8. Let G be a compact group acting transitively on X.
Then almost all two point sets are Diophantine.
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