
Standardizing random variables

The standardization of a random variable

Suppose X is a random variable with mean µ and standard deviation σ > 0.
Then the standardization of X is the random variable Z = (X − µ)/σ. Then
Z has mean zero and standard deviation 1.

Standardization gives us standard units for considering (for example) the
shape the graph of a probability density function. If X records experimen-
tal measurements in feet, and Y records the experimental measurements in
inches, and X and Y measure the same experiment in the lab, then their
standardizations will be the same.

Even more important, standardization gives us a way to see the pattern
of sums and averages.

For example, suppose Sn = X1 + · · · + Xn, and the Xi are i.i.d. with mean
µ > 0 and standard deviation σ > 0. How can we understand the pattern of
Sn as n increases?

The expected value of Sn is nµ. The outputs of Sn keeping getting larger.
There doesn’t seem to be any convergence.

If we replace Sn with Sn − nµ, we at least see how the values of Sn are
arranged around its mean. But the standard deviation of Sn is

√
nσ; if we

just look at Sn, we just see the spread of those values going to infinity.

But if we standardize Sn, we get

Zn =
(Sn − nµ)√

nσ
.

We’ll see with the Central Limit Theorem that for large n the distribution of
Zn is approximately N (0, 1). And we can use that to get information about
Sn, and also averages.


