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#### Abstract

We investigate the global fluctuations of solutions to elliptic equations with random coefficients in the discrete setting. In dimension $d \geqslant 3$ and for i.i.d. coefficients, we show that after a suitable scaling, these fluctuations converge to a Gaussian field that locally resembles a (generalized) Gaussian free field. The paper begins with a heuristic derivation of the result, which can be read independently and was obtained jointly with Scott N. Armstrong.
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## 1. Heuristics

The goal of this paper is to give a precise description of the fluctuations of solutions of elliptic equations with random coefficients, in the large scale limit. Before stating our precise assumptions and results, we present powerful heuristics that enable to guess the results and give a better comprehension of the phenomena. These heuristics were obtained in collaboration with Scott N. Armstrong, whom we warmly thank for letting us include this material here.
1.1. The (generalized) Gaussian free field. We start by introducing white noise and (generalized) Gaussian free fields. These will be the fundamental objects used in the heuristic derivation of the large-scale behavior of the first-order correction to stochastic homogenization below.

The random distribution $w$ is a (one-dimensional) white noise with variance $\sigma^{2}$ if for every $\phi \in C_{c}^{\infty}(\mathbb{R}), w(\phi)$ is a centered Gaussian random variable with variance $\sigma^{2} \int \phi^{2}$. (We can in fact define $w(\phi)$ for any $\phi \in L^{2}\left(\mathbb{R}^{d}\right)$ by density.) Informally,

$$
\mathbb{E}[w(x) w(y)]=\sigma^{2} \delta(x-y),
$$

where $\delta$ is a Dirac mass at the origin. More generally, the random, $d$-dimensional distribution $W=\left(W_{1}, \ldots, W_{d}\right)$ is a white noise with covariance matrix Q if for every $\phi=\left(\phi_{1}, \ldots, \phi_{d}\right) \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$,

$$
W(\phi):=W_{1}\left(\phi_{1}\right)+\cdots W_{d}\left(\phi_{d}\right)
$$

is a centered Gaussian random variable with variance $\int \phi \cdot Q \phi$. Informally,

$$
\mathbb{E}\left[W_{i}(x) W_{j}(y)\right]=\mathrm{Q}_{i j} \delta(x-y)
$$

In dimension $d=1$, one way to define a Brownian motion $B$ is to ask it to satisfy

$$
\begin{equation*}
B^{\prime}=w \tag{1.1}
\end{equation*}
$$

where $w$ is a one-dimensional white noise, and $B^{\prime}$ denotes the derivative of $B$. The Gaussian free field is a high-dimensional version of Brownian motion. By analogy with (1.1), we may want to ask a Gaussian free field $\Phi$ to satisfy $\nabla \Phi=W$, where $W$ is a $d$-dimensional white noise. However, this does not make sense because $W$ is not a gradient field; so we will instead define $\nabla \Phi$ as the $L^{2}$ projection of $W$ onto
the space of gradient fields. In view of the Helmholtz-Hodge decomposition of any vector field into a potential part and a solenoidal part:

$$
\begin{equation*}
L^{2}=\{\nabla u\} \stackrel{1}{\oplus}\{\mathbf{g}: \nabla \cdot \mathbf{g}=0\} \tag{1.2}
\end{equation*}
$$

this leads us to the equation

$$
\begin{equation*}
-\Delta \Phi=\nabla \cdot W \tag{1.3}
\end{equation*}
$$

A minor variant of the construction above is to consider the Helmholtz-Hodge projection with respect to a uniform background metric given by a symmetric matrix $a_{\mathrm{h}}$. In this case, equation (1.3) becomes

$$
\begin{equation*}
-\nabla \cdot a_{\mathrm{h}} \nabla \Phi=\nabla \cdot W \tag{1.4}
\end{equation*}
$$

Since the equation is linear, one can give a mathematically precise sense of $\nabla \Phi$ using classical arguments of the theory of distributions. (In dimension one, this also gives a sensible way to define a "Brownian motion" on the circle, i.e. a Brownian bridge, as opposed to (1.1) which does not satisfy the compatibility condition $\int w=0$.) We take (1.4) as the definition of the Gaussian free field associated with $a_{\mathrm{h}}$ and Q.

On the full space $\mathbb{R}^{d}$ with $d \geqslant 3$, one can also define $\Phi$ itself (and not only $\nabla \Phi$ ), e.g. as the limit as $\mu$ tends to 0 of $\Phi_{\mu}$ such that

$$
\left(\mu-\nabla \cdot a_{\mathrm{h}} \nabla\right) \Phi_{\mu}=\nabla \cdot W
$$

In this case, one can express the two-point correlation function of $\Phi$ in terms of the Green function $\mathcal{G}_{\mathrm{h}}$ of $-\nabla \cdot a_{\mathrm{h}} \nabla$ and the covariance matrix Q of $W$ :

$$
\begin{equation*}
\mathbb{E}[\Phi(0) \Phi(x)]=\int \nabla \mathcal{G}_{\mathrm{h}}(y) \cdot \mathrm{Q} \nabla \mathcal{G}_{\mathrm{h}}(y-x) \mathrm{d} y \tag{1.5}
\end{equation*}
$$

If $Q$ happens to be a multiple of $a_{\mathrm{h}}$, then an integration by parts enables to replace the integral above by a constant times $\mathcal{G}_{\mathrm{h}}(x)$, and we recover the more common definition of the Gaussian free field as a Gaussian field whose covariance kernel is a Green function. However, for generic $a_{\mathrm{h}}$ and Q, the correlation in (1.5) cannot be expressed as a Green function. In other words, our definition of (generalized) Gaussian free field is wider than the standard one.

It is important for the remainder of the discussion to be familiar with the scaling and regularity properties of white noise and Gaussian free fields. As for white noise, $W(r \cdot)$ has the same law as $r^{-\frac{d}{2}} W$. In particular, thinking of $r \rightarrow 0$, we see that zooming in on $W$ at scale $r$ produces a blow-up of $r^{-\frac{d}{2}}$ (and conversely if we think of $r \rightarrow+\infty$ ). This is an indication of the fact that $W$ has (negative) Hölder regularity $\alpha$ for every $\alpha<-\frac{d}{2}$, and no more. In view of (1.4), the Gaussian free field $\Phi$ is such that $\Phi(r \cdot)$ has the same law as $r^{-\frac{d}{2}+1} \Phi$, and has Hölder regularity $\alpha$ for every $\alpha<-\frac{d}{2}+1$. In dimension $d=1$, we recover the fact that Brownian motion trajectories have Hölder regularity $\alpha$ for every $\alpha<\frac{1}{2}$. In higher dimensions, the Gaussian free field fails to have regularity 0 ; it only makes sense as a distribution, but not as a function.
1.2. Homogenization and random fluctuations. We now turn to the homogenization of the operator $-\nabla \cdot a \nabla$, where $a: \mathbb{R}^{d} \rightarrow \mathbb{R}^{d \times d}$ is a random field of symmetric matrices. We assume that the law of $a$ is stationary and posesses very strong mixing properties (e.g. finite range of dependence), and that $I_{d} \leqslant a \leqslant C I_{d}$ for some constant $C<\infty$. In this case, it is well-known that the large scale properties of the operator $-\nabla \cdot a \nabla$ resemble those of the homogeneous operator $-\nabla \cdot a_{\mathrm{h}} \nabla$, for some constant, deterministic matrix $a_{\mathrm{h}}$. Our goal is to describe the next-order correction. For $p \in \mathbb{R}^{d}$ and $\square_{r}:=\left(-\frac{r}{2}, \frac{r}{2}\right)^{d} \subseteq \mathbb{R}^{d}$, we introduce

$$
\begin{equation*}
\nu\left(\square_{r}, p\right):=\inf _{v \in H_{0}^{1}\left(\square_{r}\right)} f_{\square_{r}} \frac{1}{2}(p+\nabla v) \cdot a(p+\nabla v) \tag{1.6}
\end{equation*}
$$

(where $f_{\square_{r}}=\left|\square_{r}\right|^{-1} \int_{\square_{r}}$ ). This quantity is subadditive: if $\square_{r}$ is partitioned into subcubes $\left(y+\square_{s}\right)_{y}$, then $\nu\left(\square_{r}, p\right)$ is smaller than the average over $y$ of $\nu\left(y+\square_{s}, p\right)$. Indeed we can glue the minimizers of $\nu\left(y+\square_{s}, p\right)$ and create a minimizer candidate for $\nu\left(\square_{r}, p\right)$. Roughly speaking, it was shown in [6] that homogenization follows from the fact that

$$
\begin{equation*}
\nu\left(\square_{r}, p\right) \underset{r \rightarrow \infty}{ } \frac{1}{2} p \cdot a_{\mathrm{h}} p \tag{1.7}
\end{equation*}
$$

(which itself is a consequence of the subadditve ergodic theorem). It is natural to expect the next-order correction to homogenization to follow from the understanding of the next-order correction to (1.7). However, the next-order correction to (1.7) is driven by a boundary layer, which is of order $r^{-1}$ (see [2]), and is not relevant to the understanding of the interior behavior of solutions. We thus assume that $\nu$ has been modified suitably into $\tilde{\nu}$ in order to get rid of the boundary layer. After performing this modification, we expect $\tilde{\nu}(\cdot, p)$ to be "almost additive" [2], and therefore that

$$
\left|\square_{r}\right|^{1 / 2}\left(\tilde{\nu}\left(\square_{r}, p\right)-\frac{1}{2} p \cdot a_{\mathrm{h}} p\right)
$$

converges to a Gaussian random variable as $r$ tends to infinity (as a consequence of the strong mixing assumption on the coefficients). Closely related statements were proved in [24, 4, 27, 25, 11]. We want to encode this information in a way that is consistent with respect to changing the vector $p$, the scale $r$ and translations of the cube. For this purpose, we let $W$ be a matrix-valued white noise field such that as $r$ becomes large,

$$
\begin{equation*}
\tilde{\nu}\left(x+\square_{r}, p\right) \simeq \frac{1}{2} p \cdot\left(a_{\mathrm{h}}+W_{r}(x)\right) p \tag{1.8}
\end{equation*}
$$

where $W_{r}$ is the spatial average of $W$ on scale $r$ :

$$
\begin{equation*}
W_{r}(x):=f_{x+\square_{r}} W \tag{1.9}
\end{equation*}
$$

(We may also think of $W_{r}$ as the convolution of $W$ with a rescaled bump function: $W_{r}:=W \star \chi^{(r)}$, with $\chi \in C_{c}^{\infty}\left(\mathbb{R}^{d}, \mathbb{R}_{+}\right)$such that $\int \chi=1$ and $\chi^{(r)}:=r^{-d} \chi(\cdot / r)$.) This encodes in particular the fact that $\nu\left(x+\square_{r}, p\right)$ and $\nu\left(y+\square_{r}, q\right)$ are asymptotically independent if $x+\square_{r}$ and $y+\square_{r}$ are disjoint. Recall that each coordinate of $W_{r}(x)$ is of order $\left|\square_{r}\right|^{-1 / 2}=r^{-d / 2} \ll 1$. We interpret (1.8) as indicating that if a function locally minimizes the energy over $x+\square_{r}$ and has average gradient $p$, then its energy over $x+\square_{r}$ is approximately $\frac{1}{2} p \cdot\left(a_{\mathrm{h}}+W_{r}(x)\right) p$.

The corrector for $-\nabla \cdot a \nabla$ in the direction $p$ is usually defined as the sublinear function solving

$$
-\nabla \cdot a(p+\nabla \phi)=0
$$

in the whole space. We think of $\phi$ as the minimizer in the definition of $\nu\left(\square_{R}, p\right)$, for $R$ extremely large (in fact, infinite), and focus our attention on understanding the spatial average $\phi_{r}$ of $\phi$ on scale $r, 1 \ll r \ll R$. The discussion above suggests that $\phi_{r}$ minimizes the coarsened energy function

$$
v \mapsto f_{\square_{R}} \frac{1}{2}(p+\nabla v) \cdot\left(a_{\mathrm{h}}+W_{r}\right)(p+\nabla v),
$$

whose Euler-Lagrange equation is

$$
-\nabla \cdot\left(a_{\mathrm{h}}+W_{r}\right)\left(p+\nabla \phi_{r}\right)=0
$$

Rearranging, we obtain

$$
-\nabla \cdot\left(a_{\mathrm{h}}+W_{r}\right) \nabla \phi_{r}=\nabla \cdot\left(W_{r} p\right) .
$$

Since $W_{r} \ll 1$, we have $\nabla \phi_{r} \ll 1$. Therefore, the term $W_{r}$ on the left-hand side can be neglected, and we obtain the Gaussian-free-field equation

$$
\begin{equation*}
-\nabla \cdot a_{\mathrm{h}} \nabla \phi_{r}=\nabla \cdot\left(W_{r} p\right) \tag{1.10}
\end{equation*}
$$

We summarize this heuristic computation as follows.

- We let $W$ be the matrix-valued white noise field whose covariance is related to the fluctuations of the energy via (1.8);
- we let $\Phi$ be the random distribution defined by

$$
\begin{equation*}
-\nabla \cdot a_{\mathrm{h}} \nabla \Phi=\nabla \cdot(W p) ; \tag{1.11}
\end{equation*}
$$

- then the large-scale spatial averages of the corrector $\phi$ have about the same law as those of $\Phi$. In other words (and by the scale invariance of $\Phi$ ), the random distribution $r^{\frac{d}{2}-1} \phi(r \cdot)$ converges in law to $\Phi$ in a suitably weak topology, as $r$ tends to infinity.
A similar analysis can be performed for, say, solutions of equations of the form

$$
\begin{equation*}
-\nabla \cdot a \nabla u=f \quad \text { in } \mathbb{R}^{d}, d \geqslant 3 \tag{1.12}
\end{equation*}
$$

where $f \in C_{c}^{\infty}\left(\mathbb{R}^{d}\right)$ varies on scale $\varepsilon^{-1} \gg 1$. (The function $f$ should be of order $\varepsilon^{2}$ in order for $u$ to be of order 1.) We consider the spatial average $u_{r}$ of $u$ over scale $r$, $1 \ll r \ll \varepsilon^{-1}$. By the same reasoning as above, we expect $u_{r}$ to satisfy the coarsened equation

$$
-\nabla \cdot\left(a_{\mathrm{h}}+W_{r}\right) \nabla u_{r}=f
$$

We write $u_{r}=u_{\mathrm{h}}+\tilde{u}_{r}$, where $u_{\mathrm{h}}$ solves

$$
-\nabla \cdot a_{\mathrm{h}} \nabla u_{\mathrm{h}}=f
$$

so that

$$
-\nabla \cdot\left(a_{\mathrm{h}}+W_{r}\right) \nabla \tilde{u}_{r}=\nabla \cdot\left(W_{r} \nabla u_{\mathrm{h}}\right) .
$$

As before, we expect the term $W_{r}$ on the left-hand side to be negligible, so we obtain

$$
\begin{equation*}
-\nabla \cdot a_{\mathrm{h}} \nabla \tilde{u}_{r}=\nabla \cdot\left(W_{r} \nabla u_{\mathrm{h}}\right) \tag{1.13}
\end{equation*}
$$

We stress that if instead we use the formal two-scale expansion $u \simeq u_{\mathrm{h}}+\sum_{i} \phi^{(i)} \partial_{i} u_{\mathrm{h}}$ and the large-scale description of the corrector in (1.10), we are led to a different and incorrect result.

We can again summarize our conclusions as follows.
(1) We define the matrix-valued white noise field as above, according to (1.8);
(2) we let $\mathscr{U}$ be the random distribution defined by the equation

$$
\begin{equation*}
-\nabla \cdot a_{\mathrm{h}} \nabla \mathscr{U}=\nabla \cdot\left(W \nabla u_{\mathrm{h}}\right) ; \tag{1.14}
\end{equation*}
$$

(3) Then the large-scale averages of $u-u_{\mathrm{h}}$ have about the same law as those of $\mathscr{U}$.
The random distribution $\mathscr{U}$ is not a (generalized) Gaussian free field per se because the term $\nabla u_{\mathrm{h}}$ appearing in its defining equation varies over large scales. However, it will have similar small-scale features. If we normalize $f$ so that $u_{\mathrm{h}}$ is of order 1 , then $\nabla u_{\mathrm{h}}$ is of order $\varepsilon$, over a length scale of order $\varepsilon^{-1}$. Hence, we can think of $\varepsilon^{-1} \mathscr{U}$ as locally like a (generalized) Gaussian free field (of order 1 ), and being close to 0 outside of a domain of diameter of order $\varepsilon^{-1}$. Incidentally, if we make the (completely unjustified) ansatz that $u-u_{\mathrm{h}}$ is approximatly a regularization of $\mathscr{U}$ on the unit scale (that is, if we pretend that the conclusion (3) above actually holds on the unit scale), then we recover the (correct) error estimate

$$
\left(\varepsilon^{d} \int\left|u-u_{\mathrm{h}}\right|^{2}\right)^{1 / 2} \lesssim \left\lvert\, \begin{array}{ll}
\varepsilon \log ^{1 / 2}\left(\varepsilon^{-1}\right) & \text { if } d=2 \\
\varepsilon & \text { if } d \geqslant 3 .
\end{array}\right.
$$

Mathematically speaking, a version of the statement that $r^{\frac{d}{2}-1} \phi(r \cdot)$ converges to a (generalized) Gaussian free field was proved in [23, 22]. The aim of the present work is to prove a version of the conclusion (3) above.

Before turning to this, we want to emphasize why we believe these results to be of practical interest. Homogenization itself is interesting since it enables to describe approximations of solutions of equations with rapidly oscillating coefficients by solutions of simple equations described by a few effective parameters. What the above arguments show is that the same is true of the next-order correction: in order to describe it, it suffices to know the few parameters describing the covariance of the white noise $W$. The white noise $W$ takes values in symmetric matrices, so its covariance matrix is fully described by $N(N+1) / 2$ parameters, where $N=d(d+1) / 2$ ( 6 parameters in dimension 2, 21 parameters in dimension 3). Naturally, fewer parameters are necessary for problems with additional symmetries. For instance, the noise is described by only one parameter in any dimension if we assume rotational invariance.

## 2. Introduction

2.1. Main result. We focus on dimension 3 and higher and on a discrete setting. Our main assumption is that the random coefficients are i.i.d. and bounded away from 0 and infinity. Our goal is to justify the points (1-3) listed above in this context.

In order to state our assumptions and results more precisely, we introduce some notations. We work on the graph $\left(\mathbb{Z}^{d}, \mathbb{B}\right)$ with $d \geqslant 3$, where $\mathbb{B}$ is the set of nearestneighbor edges. Let $e_{1}, \ldots, e_{d}$ be the canonical basis in $\mathbb{Z}^{d}$. For every edge $e \in \mathbb{B}$, there exists a unique pair $(\underline{e}, i) \in \mathbb{Z}^{d} \times\{1, \ldots, d\}$ such that $e$ links $\underline{e}$ to $\underline{e}+e_{i}$. We will write $\bar{e}=\underline{e}+e_{i}$ and $e=(\underline{e}, \bar{e})$.

We give ourselves a family of i.i.d. random variables indexed by the edges of the graph. For convenience, we will assume that these random variables can be built from a family of i.i.d. standard Gaussians. More precisely, we let $\zeta=\left(\zeta_{e}\right)_{e \in \mathbb{B}} \in \Omega:=\mathbb{R}^{\mathbb{B}}$ be i.i.d. standard Gaussian random variables, and $\eta$ be a smooth function that is bounded away from zero and infinity with bounded first and second derivatives. The conductance associated with the edge $e$ is then defined to be $\eta\left(\zeta_{e}\right)$. The space $\Omega$ is equipped with the product Borel $\sigma$-algebra, and we denote the law of $\zeta$ by $\mathbb{P}$, with associated expectation $\mathbb{E}$.

Let $\tilde{a}: \mathbb{Z}^{d} \times \Omega \rightarrow \mathbb{R}^{d \times d}$ be the matrix-valued function such that $\tilde{a}(x, \zeta)=$ $\operatorname{diag}\left(\tilde{a}_{1}(x, \zeta), \ldots, \tilde{a}_{d}(x, \zeta)\right)$ with $\tilde{a}_{i}(x, \zeta)=\eta\left(\zeta_{\left(x, x+e_{i}\right)}\right)$. In what follows, we will most of the time keep the dependence on $\zeta$ implicit in the notation.

For any $f: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ we define the discrete gradient $\nabla f:=\left(\nabla_{1} f, \ldots, \nabla_{d} f\right)$ by $\nabla_{i} f(x)=f\left(x+e_{i}\right)-f(x)$. For any $g: \mathbb{Z}^{d} \rightarrow \mathbb{R}^{d}$ we define the discrete divergence $\nabla^{*} g:=\sum_{i=1}^{d} \nabla_{i}^{*} g_{i}$ by $\nabla_{i}^{*} g_{i}(x)=g_{i}\left(x-e_{i}\right)-g_{i}(x)$. We define $\nabla_{\varepsilon}, \nabla_{\varepsilon}^{*}$ similarly for functions defined on $\varepsilon \mathbb{Z}^{d}$, i.e., $\nabla_{\varepsilon, i} h(x)=\varepsilon^{-1}\left(h\left(x+\varepsilon e_{i}\right)-h(x)\right)$ and $\nabla_{\varepsilon, i}^{*} h(x)=$ $\varepsilon^{-1}\left(h\left(x-\varepsilon e_{i}\right)-h(x)\right)$ for $h: \varepsilon \mathbb{Z}^{d} \rightarrow \mathbb{R}$.

For any $\varepsilon>0$, we consider the following elliptic equation with a slowly varying source term:

$$
\begin{equation*}
\nabla^{*} \tilde{a}(x) \nabla u(x)=f(\varepsilon x) \quad\left(x \in \mathbb{Z}^{d}\right) \tag{2.1}
\end{equation*}
$$

where $f \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$ is compactly supported and continuous. The unique solution to (2.1) that decays to zero at infinity is given by

$$
u(x)=\sum_{y \in \mathbb{Z}^{d}} G(x, y) f(\varepsilon y)
$$

with $G(x, y)$ the Green function of $\nabla^{*} \tilde{a}(x) \nabla$ (recall that the dependence on $\zeta$ is kept implicit, so $u$ and $G$ are random).

We define $u_{\varepsilon}(x)=\varepsilon^{2} u\left(\frac{x}{\varepsilon}\right)$, which solves

$$
\nabla_{\varepsilon}^{*} \tilde{a}\left(\frac{x}{\varepsilon}\right) \nabla_{\varepsilon} u_{\varepsilon}(x)=f(x) \quad\left(x \in \varepsilon \mathbb{Z}^{d}\right)
$$

and its limit $u_{\mathrm{h}}$, the solution of the homogenized equation in continuous space:

$$
-\nabla \cdot a_{\mathrm{h}} \nabla u_{\mathrm{h}}(x)=f(x) \quad\left(x \in \mathbb{R}^{d}\right)
$$

where the homogenized matrix $a_{\mathrm{h}}$ is deterministic and constant in space.
We are interested in the random fluctuations of $u_{\varepsilon}$ after a spatial average. In other words, we think of $u_{\varepsilon}$ as a (random) distribution $\mathcal{U}_{\varepsilon}^{(f)}$, which acts on a test function $g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$ as

$$
\begin{equation*}
\mathcal{U}_{\varepsilon}^{(f)}(g):=\varepsilon^{d} \sum_{x \in \varepsilon \mathbb{Z}^{d}} u_{\varepsilon}(x) g(x)=\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} G(x, y) g(\varepsilon x) f(\varepsilon y) . \tag{2.2}
\end{equation*}
$$

Following [21], for any $\alpha<0$, we denote by $\mathcal{C}_{\text {loc }}^{\alpha}=\mathcal{C}_{\text {loc }}^{\alpha}\left(\mathbb{R}^{d}\right)$ the (separable) local Hölder space of regularity $\alpha$. Here is our main result.
Theorem 2.1. Recall that $d \geqslant 3$. We define the random distribution $\mathscr{U}_{\varepsilon}^{(f)}$ by

$$
\mathscr{U}_{\varepsilon}^{(f)}(g)=\varepsilon^{-\frac{d}{2}}\left(\mathcal{U}_{\varepsilon}^{(f)}(g)-\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}\right) .
$$

For every $\alpha<1-\frac{d}{2}$, the distribution $\mathscr{U}_{\varepsilon}^{(f)}$ converges in law to $\mathscr{U}^{(f)}$ as $\varepsilon \rightarrow 0$ for the topology of $\mathcal{C}_{\text {loc }}^{\alpha}$, where $\mathscr{U}^{(f)}$ is the Gaussian random field such that for $g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, $\mathscr{U}^{(f)}(g)$ is a centered Gaussian with variance

$$
\begin{equation*}
\sigma_{g}^{2}=\int_{\mathbb{R}^{2 d}} \mathscr{K}_{f}(x, z) g(x) g(z) d x d z \tag{2.3}
\end{equation*}
$$

with $\mathscr{K}_{f}$ given explicitly by (3.7).
Remark 2.2 . We can write the solution to (1.14) formally as

$$
\begin{aligned}
\mathscr{U}(x) & =\int_{\mathbb{R}^{d}} \mathcal{G}_{\mathrm{h}}(x-y) \nabla \cdot\left(W(y) \nabla u_{\mathrm{h}}(y)\right) d y \\
& =\int_{\mathbb{R}^{2 d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla \mathcal{G}_{\mathrm{h}}(y-z) f(z) d z d y
\end{aligned}
$$

where $\mathcal{G}_{\mathrm{h}}$ is the Green function associated with $-\nabla \cdot a_{\mathrm{h}} \nabla$. By a straightforward calculation, this random distribution tested with $g$ has a Gaussian distribution with mean zero and variance given by

$$
\mathbb{E}\left\{\left|\int_{\mathbb{R}^{d}} \mathscr{U}(x) g(x) d x\right|^{2}\right\}=\int_{\mathbb{R}^{2 d}} \mathscr{K}_{f}(x, z) g(x) g(z) d x d z
$$

provided the covariance of the white noise $W$ is given by $\left\{\tilde{K}_{i j k l}\right\}$ that appears in the definition of $\mathscr{K}_{f}(x, z)$. In other words, the limiting distribution $\mathscr{U}^{(f)}$ obtained in Theorem 2.1 can be represented as the solution of (1.14).
Remark 2.3. Theorem 2.1 implies the joint convergence in law of ( $\left.\mathscr{U}_{\varepsilon}^{\left(f_{1}\right)}, \ldots, \mathscr{U}_{\varepsilon}^{\left(f_{k}\right)}\right)$ to a Gaussian vector field whose covariance structure is obtained by polarization of $f \mapsto \mathscr{K}_{f}$. Indeed, this follows from the fact that Theorem 2.1 gives the scaling limit of any linear combination of $\mathscr{U}_{\varepsilon}^{\left(f_{1}\right)}, \ldots, \mathscr{U}_{\varepsilon}^{\left(f_{k}\right)}$, by linearity of $f \mapsto \mathscr{U}_{\varepsilon}^{(f)}$.

Remark 2.4. A similar result is proved in [15] when $d=1$, using a different method. In this case, $\mathscr{U}$ in (1.14) has Hölder regularity $\alpha$ for every $\alpha<\frac{1}{2}$, so it makes sense as a function. We expect the result to hold for $d=2$ as well, but our method would have to be modified to handle the fact that only the gradient of $u$ is really defined by (2.1) in this case.

Theorem 2.1 is a consequence of the following two propositions.

Proposition 2.5. For every $g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right), \mathscr{U}_{\varepsilon}^{(f)}(g)$ converges in law to $\mathscr{U}^{(f)}(g)$ as $\varepsilon \rightarrow 0$.
Remark 2.6. In fact, when $\sigma_{g}^{2} \neq 0$, our proof gives a rate of convergence of $\mathscr{U}_{\varepsilon}^{(f)}(g)$ to $\mathscr{U}^{(f)}(g)$, see Remark 4.8 below.

Proposition 2.7. For every $\alpha<1-\frac{d}{2}, \mathscr{U}_{\varepsilon}^{(f)}$ is tight in $\mathcal{C}_{\text {loc }}^{\alpha}$.
2.2. Context. Stochastic homogenization of divergence form operators started from the work of Kozlov [17] and Papanicolaou-Varadhan [26], where a qualitative convergence of heterogeneous random operators to homogeneous deterministic ones is proved. Quantitative aspects were explored as early as in [28]. However, optimal bounds on the size of errors were obtained only recently in a series of papers $[12,13,20,8,9,14,7]$. Regularity estimates that are optimal in terms of stochastic integrability have been worked out in $[1,3,9]$.

Our focus in this paper is to go beyond estimating the size of the errors, and understand the probability law of the rescaled random fluctuations. In this direction, central limit theorems for approximations of homogenized coefficients are obtained in $[24,4,27,25,11]$. The scaling limit of the corrector is investigated in [23, 22]. In the continuous setting, [16] indicates that when $d \geqslant 3$, the corrector should capture the first order fluctuation of the heterogeneous solution in a pointwise sense, but it is not clear whether it captures the fluctuations of the solution after a spatial average. A surprising feature of our result is that the limiting fluctuations are not those induced by the corrector alone.

Our approach is based on that of [23, 22]. The fact that $\mathscr{U}_{\varepsilon}^{(f)}(g)$ divided by its standard deviation converges to a standard Gaussian is derived using a second order Poincaré inequality developed by Chatterjee [5], in the spirit of Stein's method. (We will in fact use a slightly more convenient form of this result derived in [22].) The main difficulty lies in the proof of the convergence of the variance of $\mathscr{U}_{\varepsilon}^{(f)}(g)$. A Helffer-Sjöstrand formula enables to rewrite this variance in terms of gradients of the Green function. A quantitative two-scale expansion for the gradient of the Green function was worked out in [23]. Here, we follow the idea of [10] of introducing a stationary skew-symmetric tensor, which is denoted by $\left\{\sigma_{i j k}\right\}_{i, j, k=1}^{d}$ and relates to the flux (see Lemma 4.5). In the language of differential forms, the flux in the $i$-th direction is a co-closed 1 -form, and we represent it as the co-differential of the 2 -form $\sigma_{i}$. This object enables us to represent the error in the two-scale expansion in divergence form, and thus significantly improve the two-scale expansion and simplify the subsequent analysis.
2.3. Organization of the paper. The rest of the paper is organized as follows. We introduce basic notation and recall key estimates on correctors and Green functions in Section 3. Then we present some key ingredients in proving Theorem 2.1 in Section 4, including the Helffer-Sjöstrand covariance representation, a quantitative two-scale expansion of the Green function and a second order Poincaré inequality. The proofs of Propositions 2.5 and 2.7 are contained in Sections 5, 6 and 7. Technical lemmas are left in the appendix.

## 3. Setup

3.1. Asymptotic variance. For $x \in \mathbb{Z}^{d}$, we define the shift operator $\tau_{x}$ on $\Omega$ by $\left(\tau_{x} \zeta\right)_{e}=\zeta_{x+e}$, where $x+e:=(x+\underline{e}, x+\bar{e})$ is the edge obtained by shifting $e$ by $x$. Since $\left\{\zeta_{e}\right\}_{e \in \mathbb{B}}$ are i.i.d., $\left\{\tau_{x}\right\}_{x \in \mathbb{Z}^{d}}$ is a group of measure-preserving transformations. With any measurable function $f: \Omega \rightarrow \mathbb{R}$, we can associate a stationary random field $\tilde{f}(x, \zeta)$ defined by

$$
\begin{equation*}
\tilde{f}(x, \zeta)=\left(T_{x} f\right)(\zeta)=f\left(\tau_{x} \zeta\right) \tag{3.1}
\end{equation*}
$$

The generators of $T_{x}$, denoted by $\left\{D_{i}\right\}_{i=1}^{d}$, are defined by $D_{i} f:=T_{e_{i}} f-f$. The adjoint $D_{i}^{*}$ is defined by $D_{i}^{*} f:=T_{-e_{i}} f-f$. We denote the gradient on $\Omega$ by $D=\left(D_{1}, \ldots, D_{d}\right)$ and the divergence $D^{*} g:=\sum_{i=1}^{d} D_{i}^{*} g_{i}$ for $g: \Omega \rightarrow \mathbb{R}^{d}$. The inner product in $L^{2}(\Omega)$ and norm in $L^{p}(\Omega)$ are denoted by $\langle\cdot, \cdot\rangle$ and $\|\cdot\|_{p}$ respectively.

Most of the time, we keep the dependence on $\zeta$ implicit and write $\tilde{f}(x)=\tilde{f}(x, \zeta)=$ $f\left(\tau_{x} \zeta\right)$. For any $e \in \mathbb{B}$, the discrete derivative on $e$ is defined by $\nabla \tilde{f}(e):=\tilde{f}(\bar{e})-\tilde{f}(\underline{e})$. If $e$ is in the $i$-th direction, we define $\xi(e):=\xi_{i}$ for any $\xi \in \mathbb{R}^{d}$, as the projection of $\xi$ onto $e$.

For the random coefficients appearing in (2.1), we can define

$$
a(\zeta)=\operatorname{diag}\left(a_{1}(\zeta), \ldots, a_{d}(\zeta)\right):=\operatorname{diag}\left(\eta\left(\zeta_{e_{1}}\right), \ldots, \eta\left(\zeta_{e_{d}}\right)\right)
$$

so that $\tilde{a}(x, \zeta)=a\left(\tau_{x} \zeta\right)=\operatorname{diag}\left(\eta\left(\zeta_{x+e_{1}}\right), \ldots, \eta\left(\zeta_{x+e_{d}}\right)\right)$. Note that we also used $e_{1}, \ldots, e_{d}$ to denote the corresponding edges $\left(0, e_{1}\right), \ldots,\left(0, e_{d}\right)$. Recall that we assume that $C^{-1}<\eta<C$ and $\left|\eta^{\prime}\right|,\left|\eta^{\prime \prime}\right|<C$ for some $C<\infty$. For simplicity we will henceforth write $a_{e}=\eta\left(\zeta_{e}\right)$.

Under the above assumptions, it is well-known that there exists a constant matrix $a_{\mathrm{h}}$ such that the operator $\nabla^{*} \tilde{a} \nabla$ homogenizes over large scale to the continuous operator $-\nabla \cdot a_{\mathrm{h}} \nabla$, the Green function of which we denote as $\mathcal{G}_{\mathrm{h}}$.

One of the main ingredients in the analysis of stochastic homogenization is the so-called corrector. For any fixed $\xi \in \mathbb{R}^{d}$ and $\lambda>0$, the regularized corrector $\phi_{\lambda, \xi}$ is defined through the following equation on probability space:

$$
\begin{equation*}
\lambda \phi_{\lambda, \xi}+D^{*} a\left(D \phi_{\lambda, \xi}+\xi\right)=0 . \tag{3.2}
\end{equation*}
$$

It is proved in [12] that as $\lambda \rightarrow 0, \phi_{\lambda, \xi} \rightarrow \phi_{\xi}$ in $L^{2}(\Omega)$, i.e., a stationary corrector $\phi_{\xi}$ exists such that

$$
\begin{equation*}
D^{*} a\left(D \phi_{\xi}+\xi\right)=0 . \tag{3.3}
\end{equation*}
$$

For $i=1, \ldots, d$, we will write $\phi_{i}=\phi_{e_{i}}$ and $\phi_{\lambda, i}=\phi_{\lambda, e_{i}}$. The homogenized matrix $a_{\mathrm{h}}$ is given by

$$
\begin{equation*}
\xi^{T} a_{\mathrm{h}} \xi=\mathbb{E}\left\{\left(\xi+D \phi_{\xi}\right)^{T} a\left(\xi+D \phi_{\xi}\right)\right\} \tag{3.4}
\end{equation*}
$$

In the context of i.i.d. randomness, we have $a_{\mathrm{h}}=\bar{a} I_{d}$ for some constant $\bar{a}$, where $I_{d}$ is the identity matrix.

For a random variable $F \in L^{2}(\Omega)$, we say that $U=\partial_{e} F \in L^{2}(\Omega)$ is the weak derivative of $F$ with respect to $\zeta_{e}$ if the following holds: for any finite subset $\Lambda \in \mathbb{B}$ and any smooth, compactly supported function $G: \mathbb{R}^{|\Lambda|} \rightarrow \mathbb{R}$, we have

$$
\begin{equation*}
\mathbb{E}\{U G(\zeta)\}=\mathbb{E}\left\{F \zeta_{e} G(\zeta)\right\}-\mathbb{E}\left\{F \frac{\partial G}{\partial \zeta_{e}}(\zeta)\right\} \tag{3.5}
\end{equation*}
$$

where $G(\zeta)$ depends only on $\left\{\zeta_{e^{\prime}}\right\}_{e^{\prime} \in \Lambda}$. We also call $\partial_{e}$ the vertical derivative, and by (3.5), its adjoint (under the Gaussian measure) is

$$
\partial_{e}^{*}=-\partial_{e}+\zeta_{e} .
$$

We define $\partial f:=\left(\partial_{e} f\right)_{e \in \mathbb{B}}$ and for $F=\left(F_{e}\right)_{e \in \mathbb{B}}, \partial^{*} F:=\sum_{e \in \mathbb{B}} \partial_{e}^{*} F_{e}$. The vertical Laplacian on the probability space is then defined by

$$
\mathscr{L}:=\partial^{*} \partial .
$$

For $i, j, k, l=1, \ldots, d$, define
$K_{i j k l}(e):=\left\langle\partial_{e} a_{e}\left(e_{i}+\nabla \tilde{\phi}_{i}\right)(e)\left(e_{j}+\nabla \tilde{\phi}_{j}\right)(e),(1+\mathscr{L})^{-1} \partial_{e} a_{e}\left(e_{k}+\nabla \tilde{\phi}_{k}\right)(e)\left(e_{l}+\nabla \tilde{\phi}_{l}\right)(e)\right\rangle$,
and

$$
\begin{equation*}
\tilde{K}_{i j k l}:=\sum_{n=1}^{d} K_{i j k l}\left(e_{n}\right) . \tag{3.6}
\end{equation*}
$$

The kernel $\mathscr{K}_{f}(x, z)$ appearing in Theorem 2.1 is given by

$$
\begin{gather*}
\mathscr{K}_{f}(x, z)=\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \int_{\mathbb{R}^{3 d}} \partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \partial_{x_{j}} \mathcal{G}_{\mathrm{h}}(v-y) \partial_{x_{k}} \mathcal{G}_{\mathrm{h}}(v-z) \partial_{x_{l}} \mathcal{G}_{\mathrm{h}}(v-w)  \tag{3.7}\\
f(y) f(w) d y d w d v .
\end{gather*}
$$

3.2. A comparison with the two-scale expansion. Let us see that the global fluctuations of $u_{\varepsilon}$ are not those suggested by its two-scale expansion. Recall that $u_{\varepsilon}$ and $u_{\mathrm{h}}$ satisfy

$$
\nabla_{\varepsilon}^{*} \tilde{a}\left(\frac{x}{\varepsilon}\right) \nabla_{\varepsilon} u_{\varepsilon}(x)=f(x) \quad\left(x \in \varepsilon \mathbb{Z}^{d}\right)
$$

and

$$
-\nabla \cdot a_{\mathrm{h}} \nabla u_{\mathrm{h}}(x)=f(x) \quad\left(x \in \mathbb{R}^{d}\right)
$$

A formal two-scale expansion gives

$$
\begin{equation*}
u_{\varepsilon}(x)=u_{\mathrm{h}}(x)+\varepsilon \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right)+o(\varepsilon) \tag{3.8}
\end{equation*}
$$

where $\phi=\left(\phi_{1}, \ldots, \phi_{d}\right)$. In the continuous setting, (3.8) is proved rigorously with $o(\varepsilon) / \varepsilon \rightarrow 0$ in $L^{1}(\Omega)$ for fixed $x[16$, Theorem 2.3], i.e., the first order correction is indeed given by the corrector in a pointwise sense. Since $\phi$ is centered, we have a similar expansion for the random fluctuation, i.e.,

$$
u_{\varepsilon}(x)=\mathbb{E}\left\{u_{\varepsilon}(x)\right\}+\varepsilon \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right)+o(\varepsilon) .
$$

Concerning global fluctuations, we need to compare the random field $u_{\varepsilon}(x)$ $\mathbb{E}\left\{u_{\varepsilon}(x)\right\}$ with $\varepsilon \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right)$. For a test function $g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, Theorem 2.1 shows

$$
\begin{equation*}
\varepsilon^{\frac{d}{2}} \sum_{x \in \varepsilon \mathbb{Z}^{d}}\left(u_{\varepsilon}(x)-\mathbb{E}\left\{u_{\varepsilon}(x)\right\}\right) g(x) \Rightarrow N\left(0, \sigma_{g}^{2}\right), \tag{3.9}
\end{equation*}
$$

with $\sigma_{g}^{2}=\int_{\mathbb{R}^{2 d}} \mathscr{K}_{f}(x, z) g(x) g(z) d x d z$. By [22, Theorem 1.1], we have

$$
\varepsilon^{\frac{d}{2}} \sum_{x \in \varepsilon \mathbb{Z}^{d}} \varepsilon \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right) g(x) \Rightarrow N\left(0, \tilde{\sigma}_{g}^{2}\right)
$$

with $\tilde{\sigma}_{g}^{2}=\int_{\mathbb{R}^{2 d}} \tilde{\mathscr{K}}_{f}(x, z) g(x) g(z) d x d z$ and

$$
\begin{gather*}
\tilde{\mathscr{K}}_{f}(x, z)=\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \int_{\mathbb{R}^{3 d}} \partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \partial_{x_{j}} \mathcal{G}_{\mathrm{h}}(x-y) \partial_{x_{k}} \mathcal{G}_{\mathrm{h}}(v-z) \partial_{x_{l}} \mathcal{G}_{\mathrm{h}}(z-w)  \tag{3.10}\\
f(y) f(w) d y d w d v .
\end{gather*}
$$

If $\sigma_{g}^{2}$ and $\tilde{\sigma}_{g}^{2}$ were equal for every admissible $f$ and $g$, then

$$
\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \int_{\mathbb{R}^{d}} \partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \partial_{x_{j}} \mathcal{G}_{\mathrm{h}}(v-y) \partial_{x_{k}} \mathcal{G}_{\mathrm{h}}(v-z) \partial_{x_{l}} \mathcal{G}_{\mathrm{h}}(v-w) d v
$$

and

$$
\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \int_{\mathbb{R}^{d}} \partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \partial_{x_{j}} \mathcal{G}_{\mathrm{h}}(x-y) \partial_{x_{k}} \mathcal{G}_{\mathrm{h}}(v-z) \partial_{x_{l}} \mathcal{G}_{\mathrm{h}}(z-w) d v
$$

would have to be equal almost everywhere (as functions of $x, y, z$ and $w$ ). However, the first quantity diverges when $y$ gets close to $w$ since $d \geqslant 3$, while this is not so for the second quantity. This shows that the fluctuations of $u_{\varepsilon}$ are not those suggested by the two-scale expansion.

The heuristics in Section 1 provide a clear picture of the above phenomenon (other than the explanation that $o(\varepsilon)$ may contribute on the level of $\varepsilon^{\frac{d}{2}}$ when $d \geqslant 3$ ).

If we write the solution to (1.11) as $\Phi(x)=\int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) p d y$, the rescaled limit of the corrector $\varepsilon \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right)$ is

$$
\begin{equation*}
\varepsilon^{-\frac{d}{2}+1} \nabla u_{\mathrm{h}}(x) \cdot \phi\left(\frac{x}{\varepsilon}\right) \rightarrow \int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla u_{\mathrm{h}}(x) d y \tag{3.11}
\end{equation*}
$$

and we already know from Remark 2.2 that the rescaled limit of $u_{\varepsilon}(x)-\mathbb{E}\left\{u_{\varepsilon}(x)\right\}$ is

$$
\begin{equation*}
\varepsilon^{-\frac{d}{2}}\left(u_{\varepsilon}(x)-\mathbb{E}\left\{u_{\varepsilon}(x)\right\}\right) \rightarrow \int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla u_{\mathrm{h}}(y) d y \tag{3.12}
\end{equation*}
$$

Comparing the r.h.s. of (3.11) and (3.12), it is clear that they are two different Gaussian random fields. We further observe that they are linked through a Taylor expansion of $\nabla u_{\mathrm{h}}(y)$ around $x$. By writing

$$
\nabla u_{\mathrm{h}}(y)=\nabla u_{\mathrm{h}}(x)+\nabla^{2} u_{\mathrm{h}}(x)(y-x)+\ldots,
$$

with $\nabla^{2} u_{\mathrm{h}}(x)$ the Hessian of $u_{\mathrm{h}}$, we have

$$
\begin{align*}
& \int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla u_{\mathrm{h}}(y) d y \\
= & \int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla u_{\mathrm{h}}(x) d y  \tag{3.13}\\
& +\int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla^{2} u_{\mathrm{h}}(x)(y-x) d y+\ldots
\end{align*}
$$

The term $\int_{\mathbb{R}^{d}} \nabla \mathcal{G}_{\mathrm{h}}(x-y) \cdot W(y) \nabla^{2} u_{\mathrm{h}}(x)(y-x) d y$ should correspond to the second order corrector obtained by the two-scale expansion, and we also expect those higher order terms appearing in (3.13) to correspond to the rescaled limit of the higher order correctors (provided that they are stationary). It does not seem possible to simply add a finite number of terms in the two-scale expansion to recover the correct limiting field.
3.3. Properties of correctors and Green functions. We summarize here several results obtained in $[12,18]$ which will be used frequently throughout the paper. Let $|x|$ be the norm of $x \in \mathbb{Z}^{d}$, and $|x|_{*}=2+|x|$.

Proposition 3.1 (Existence of stationary corrector and moment bounds [12]). Recall that we assume $d \geqslant 3$. For every $\lambda>0$, there exists a unique stationary solution $\phi_{\lambda, \xi}$ to equation (3.2). Moreover, for every $p \geqslant 1, \mathbb{E}\left\{\left|\phi_{\lambda, \xi}\right|^{p}\right\}$ and $\mathbb{E}\left\{\left|D \phi_{\lambda, \xi}\right|^{p}\right\}$ are uniformly bounded in $\lambda>0$. The limit $\phi_{\xi}=\lim _{\lambda \rightarrow 0} \phi_{\lambda, \xi}$ is well-defined in $L^{p}(\Omega)$ and is the unique centered stationary solution to (3.3).

Denote by $G_{\lambda}(x, y)$ the Green function of $\lambda+\nabla^{*} \tilde{a}(x) \nabla$ (the dependence on the randomness $\zeta$ is kept implicit) and recall that $G(x, y)=G_{0}(x, y)$. The following pointwise bound holds:

$$
G_{\lambda}(x, y) \leqslant \frac{C}{|x|_{\star}^{d-2}} e^{-c \sqrt{\lambda}|x|}
$$

for some $c, C>0$. The following result controls the derivatives in the annealed sense.
Proposition 3.2 (annealed estimates on the gradients of the Green function [18]). For every $1 \leqslant p<\infty$, there exists $C_{p}<\infty$ such that for every $\lambda \geqslant 0$ and every e, $e^{\prime} \in \mathbb{B}$,

$$
\begin{gathered}
\left\|\nabla G_{\lambda}(0, e)\right\|_{p} \leqslant \frac{C_{p}}{|\underline{e}|_{*}^{d-1}}, \\
\left\|\nabla \nabla G_{\lambda}\left(e, e^{\prime}\right)\right\|_{p} \leqslant \frac{C_{p}}{\left|\underline{\mid \underline{\prime}^{\prime}}-\underline{e}\right|_{*}^{d}}
\end{gathered}
$$

Remark 3.3. Notice that $\nabla G(x, e)$ (for $x \in \mathbb{Z}^{d}$ and $e \in \mathbb{B}$ ) denotes the gradient of $G(x, \cdot)$ evaluated at the edge $e$. Similarly, $\nabla \nabla G\left(e, e^{\prime}\right)$ denotes the gradient of $\nabla G\left(\cdot, e^{\prime}\right)$ evaluated at the edge $e$.
3.4. Notation. We summarize and introduce some more notations used throughout the paper.

- For $i=1, \ldots, d, e \in \mathbb{B}$ and $\tilde{f}, \nabla_{i} \tilde{f}(e):=\nabla_{i} \tilde{f}(\underline{e})$. Recall that without any subscript, $\nabla \tilde{f}(e)=\tilde{f}(\bar{e})-\tilde{f}(\underline{e})$, and for $x \in \mathbb{Z}^{d}, \nabla_{i} \tilde{f}(x)=f\left(x+e_{i}\right)-f(x)$ and $\nabla_{i}^{*} \tilde{f}(x)=f\left(x-e_{i}\right)-f(x)$.
- We write $a \lesssim b$ when $a \leqslant C b$ for some constant $C$ independent of $\varepsilon, e, x$.
- For $a, b, c>0$, we write $a \lesssim \frac{1}{b^{c-}}$ if for any $\delta>0$, there exists $C_{\delta}>0$ such that $a \leqslant C_{\delta} \frac{1}{b^{c-\delta}}$. In this way we have

$$
\frac{\log |x|_{*}}{|x|_{\star}^{c}} \lesssim \frac{1}{|x|_{\star}^{c-}} .
$$

- The Laplacian on $\mathbb{Z}^{d}$ and the horizontal Laplacian on the probability space are both denoted by $\Delta=-\nabla^{*} \nabla$ and $\Delta=-D^{*} D$.
- For a random environment $\zeta$ and edge $e \in \mathbb{B}$, we obtain the environment perturbed at $e$ by replacing $\zeta_{e}$ with an independent copy $\zeta_{e}^{\prime}$ without changing other components $\left(\zeta_{e^{\prime}}\right)_{e^{\prime} \neq e}$. The resulting new environment is denoted by $\zeta^{e}$.
- For a random variable $f$ and an edge $e \in \mathbb{B}$, the variable perturbed at $e$ is denoted by $f^{e}(\zeta):=f\left(\zeta^{e}\right)$. For a stationary random field $\tilde{f}(x)=f\left(\tau_{x} \zeta\right)$, the field perturbed at $e$ is denoted by $\tilde{f}^{e}(x):=f\left(\tau_{x} \zeta^{e}\right)$.
- The discrete homogenized Green function of $\lambda+\nabla^{*} a_{\mathrm{h}} \nabla$ is denoted by $G_{\mathrm{h}, \lambda}(x, y)$ for $\lambda \geqslant 0$, and $G_{\mathrm{h}}(x, y)=G_{\mathrm{h}, 0}(x, y)$. Recall that the heterogeneous Green function of $\lambda+\nabla^{*} \tilde{a} \nabla$ is denoted by $G_{\lambda}(x, y)$, and that $G(x, y)=G_{0}(x, y)$. The continuous homogenized Green function of $-\nabla \cdot a_{\mathrm{h}} \nabla$ is $\mathcal{G}_{\mathrm{h}}(x, y)$.
- $\left\{e_{i}, i=1, \ldots, d\right\}$ represents the canonical basis of $\mathbb{Z}^{d}$, the corresponding edges, and the column vectors so that the identity matrix $I_{d}=\left[e_{1}, \ldots, e_{d}\right]$.
- For functions of two variables, e.g., $G(x, y)$ with $x, y \in \mathbb{Z}^{d}$, we use $\nabla_{x, i}, \nabla_{y, i}$ to denote the derivative with respect to $x_{i}, y_{i}$ respectively.
- The arrow $\Rightarrow$ stands for convergence in law, and $N\left(0, \sigma^{2}\right)$ is the Gaussian law with mean 0 and variance $\sigma^{2}$.
- $a \vee b=\max (a, b)$ and $a \wedge b=\min (a, b)$.


## 4. Helffer-SjöStrand representation, two-Scale expansion of the Green function, and second order Poincaré inequality

We divide the proof of Proposition 2.5 into two steps. First, we show that

$$
\begin{equation*}
\varepsilon^{-d} \operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\} \rightarrow \sigma_{g}^{2}, \tag{4.1}
\end{equation*}
$$

with $\sigma_{g}^{2}$ defined in (2.3). If $\sigma_{g}^{2}=0$, we conclude $\mathscr{U}_{\varepsilon}^{(f)}(g) \rightarrow 0$ in $L^{2}(\Omega)$. Next we assume $\sigma_{g}^{2}>0$ and show

$$
\begin{equation*}
\frac{\mathcal{U}_{\varepsilon}^{(f)}(g)-\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}{\sqrt{\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}} \Rightarrow N(0,1) . \tag{4.2}
\end{equation*}
$$

Once this is done, we can write

$$
\mathscr{U}_{\varepsilon}^{(f)}(g)=\frac{\mathcal{U}_{\varepsilon}^{(f)}(g)-\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}{\sqrt{\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}} \times \sqrt{\varepsilon^{-d} \mathbb{V} \operatorname{ar}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}
$$

to conclude that $\mathscr{U}_{\varepsilon}^{(f)}(g) \Rightarrow N\left(0, \sigma_{g}^{2}\right)$.
The proof of (4.1) uses the Helffer-Sjöstrand representation and a two-scale expansion of the Green function, while the proof of (4.2) relies the second order

Poincaré inequality developed by Chatterjee [5] and revisited in [22]. Both of them require taking vertical derivatives of $\mathcal{U}_{\varepsilon}^{(f)}(g)$ with respect to the underlying Gaussian variables $\zeta_{e}$. Recall that $\mathcal{U}_{\varepsilon}^{(f)}(g)=\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} G(x, y) g(\varepsilon x) f(\varepsilon y)$ is a finite linear combination of $G(x, y)$. By Lemma A.1, we have

$$
\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)=-\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e) g(\varepsilon x) f(\varepsilon y) .
$$

We introduce the key elements in proving (4.1) and (4.2) in the following section.

### 4.1. Helffer-Sjöstrand representation and a two-scale expansion of the Green function.

Proposition 4.1 (Helffer-Sjöstrand representation [23]). Let $f, g: \Omega \rightarrow \mathbb{R}$ be centered square-integrable functions such that for every $e \in \mathbb{B}, \partial_{e} f, \partial_{e} g \in L^{2}(\Omega)$. We have

$$
\langle f, g\rangle=\sum_{e \in \mathbb{B}}\left\langle\partial_{e} f,(1+\mathscr{L})^{-1} \partial_{e} g\right\rangle
$$

Moreover, for every $p \geqslant 2,(1+\mathscr{L})^{-1}$ is a contraction from $L^{p}(\Omega)$ to $L^{p}(\Omega)$.
Since

$$
\mathcal{U}_{\varepsilon}^{(f)}(g)=\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} G(x, y) g(\varepsilon x) f(\varepsilon y)
$$

the proof of (4.1) is reduced to asymptotics of $\operatorname{Cov}\{G(x, y), G(z, w)\}$ when the mutual distances between $x, y, z$ and $w$ are large. By applying Proposition 4.1 and Lemma A.1, the covariance is given by

$$
\begin{aligned}
\operatorname{Cov}\{G(x, y), G(z, w)\} & =\sum_{e \in \mathbb{B}}\left\langle\partial_{e} G(x, y),(1+\mathscr{L})^{-1} \partial_{e} G(z, w)\right\rangle \\
& =\sum_{e \in \mathbb{B}}\left\langle\partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e),(1+\mathscr{L})^{-1} \partial_{e} a_{e} \nabla G(z, e) \nabla G(w, e)\right\rangle .
\end{aligned}
$$

To prove the asymptotics, we need an expansion of $\nabla G(x, e)$. The following proposition is our main result in this section and one of the main ingredients to prove (4.1).

Proposition 4.2. Recall that $G$ and $G_{\mathrm{h}}$ are the Green functions of $\nabla^{*} \tilde{a} \nabla$ and $\nabla^{*} a_{\mathrm{h}} \nabla$ respectively. For any $e \in \mathbb{B}$, we have

$$
\left\|\nabla G(0, e)-\nabla G_{\mathrm{h}}(e)-\sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(e) \nabla \tilde{\phi}_{k}(e)\right\|_{2} \lesssim \frac{\log |\underline{e}|_{*}}{|\underline{e}|_{*}^{d}} .
$$

An immediate consequence is that for any $X \in L^{2}(\Omega)$,

$$
\begin{equation*}
\left|\langle X, \nabla G(0, e)\rangle-\sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(e)\left\langle X,\left(e_{k}+\nabla \tilde{\phi}_{k}\right)(e)\right\rangle\right| \lesssim\|X\|_{2} \frac{\log |\underline{e}|_{*}}{|\underline{e}|_{*}^{d}} . \tag{4.3}
\end{equation*}
$$

By translation invariance of the environment, we further obtain for any $x \in \mathbb{Z}^{d}$

$$
\begin{equation*}
\left|\langle X, \nabla G(x, e)\rangle-\sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(e-x)\left\langle X,\left(e_{k}+\nabla \tilde{\phi}_{k}\right)(e)\right\rangle\right| \lesssim\|X\|_{2} \frac{\log |\underline{e}-x|_{*}}{|\underline{e}-x|_{*}^{d}} . \tag{4.4}
\end{equation*}
$$

Remark 4.3. (4.3) is an improvement of [23, Theorem 5.1].
To prove Proposition 4.2, we introduce the flux corrector, following [10]. For every $i=1, \ldots, d$, define $q_{i}=a\left(e_{i}+D \phi_{i}\right)-a_{\mathrm{h}} e_{i}$, which describes the current correction, and $q_{i j}$ to be its $j$-th component. By the corrector equation (3.3), we have $D^{*} q_{i}=0$, and by the expression of $a_{\mathrm{h}}$ in (3.4), $\mathbb{E}\left\{q_{i j}\right\}=0$.

We need the following integrability property.

Lemma 4.4. Fix any $i, j, k=1, \ldots, d$. For $\lambda>0$, let $\sigma_{\lambda}$ solve

$$
(\lambda-\Delta) \sigma_{\lambda}=D_{k} q_{i j}
$$

then $\sigma_{\lambda}$ is bounded in $L^{4}(\Omega)$ uniformly in $\lambda, i, j, k$. Furthermore, $\sigma_{\lambda}$ converges in $L^{2}(\Omega)$ with the limit $\sigma \in L^{4}(\Omega)$ and solving

$$
-\Delta \sigma=D_{k} q_{i j}
$$

Proof. We first apply the spectral gap inequality in the form given by Lemma A. 2 to $\sigma_{\lambda}$ and obtain

$$
\mathbb{E}\left\{\sigma_{\lambda}^{4}\right\} \lesssim\left(\sum_{e \in \mathbb{B}} \sqrt{\mathbb{E}\left\{\left|\sigma_{\lambda}-\sigma_{\lambda}^{e}\right|^{4}\right\}}\right)^{2}
$$

Then we compute $\sigma_{\lambda}-\sigma_{\lambda}^{e}$ for fixed $e \in \mathbb{B}$. Let $G_{\Delta, \lambda}$ be the Green function of $\lambda-\Delta$, we have

$$
\begin{aligned}
\sigma_{\lambda} & =\tilde{\sigma}_{\lambda}(0)=\sum_{y \in \mathbb{Z}^{d}} G_{\Delta, \lambda}(0, y) \nabla_{k} \tilde{q}_{i j}(y), \\
\sigma_{\lambda}^{e} & =\tilde{\sigma}_{\lambda}^{e}(0)=\sum_{y \in \mathbb{Z}^{d}} G_{\Delta, \lambda}(0, y) \nabla_{k} \tilde{q}_{i j}^{e}(y) .
\end{aligned}
$$

Since $q_{i j}$ is the $j$-th component of $a\left(e_{i}+D \phi_{i}\right)-a_{\mathrm{h}} e_{i}$ and $a_{\mathrm{h}}=\bar{a} I_{d}$, we have $q_{i j}=$ $a_{j} 1_{i=j}+a_{j} D_{j} \phi_{i}-\bar{a} 1_{i=j}$, which implies

$$
\left|\tilde{q}_{i j}(y)-\tilde{q}_{i j}^{e}(y)\right| \lesssim 1_{y=\underline{e}}\left(1+\left|\nabla_{j} \tilde{\phi}_{i}(y)\right|\right)+\left|\nabla_{j} \tilde{\phi}_{i}(y)-\nabla_{j} \tilde{\phi}_{i}^{e}(y)\right| .
$$

Now we have

$$
\begin{aligned}
\left|\sigma_{\lambda}-\sigma_{\lambda}^{e}\right| & \lesssim \sum_{y \in \mathbb{Z}^{d}}\left|\nabla_{k}^{*} G_{\Delta, \lambda}(0, y)\right|\left(1_{y=\underline{e}}\left(1+\left|\nabla_{j} \tilde{\phi}_{i}(y)\right|\right)+\left|\nabla_{j} \tilde{\phi}_{i}(y)-\nabla_{j} \tilde{\phi}_{i}^{e}(y)\right|\right) \\
& =\left|\nabla_{k}^{*} G_{\Delta, \lambda}(0, \underline{e})\right|\left(1+\left|\nabla_{j} \tilde{\phi}_{i}(\underline{e})\right|\right)+\sum_{y \in \mathbb{Z}^{d}}\left|\nabla_{k}^{*} G_{\Delta, \lambda}(0, y) \| \nabla_{j} \tilde{\phi}_{i}(y)-\nabla_{j} \tilde{\phi}_{i}^{e}(y)\right| \\
& :=I_{1}+I_{2},
\end{aligned}
$$

so $\sqrt{\mathbb{E}\left\{\left|\sigma_{\lambda}-\sigma_{\lambda}^{e}\right|^{4}\right\}} \lesssim \sqrt{\mathbb{E}\left\{\left|I_{1}\right|^{4}\right\}}+\sqrt{\mathbb{E}\left\{\left|I_{2}\right|^{4}\right\}}$. The homogeneous Green function satisfies $\left|\nabla_{k}^{*} G_{\Delta, \lambda}(0, x)\right| \lesssim|x|_{*}^{1-d}$, thus $\sqrt{\mathbb{E}\left\{\left|I_{1}\right|^{4}\right\}} \lesssim|\underline{e}|_{*}^{2-2 d}$ by Proposition 3.1. For $I_{2}$, we write

$$
\left|I_{2}\right|^{4}=\sum_{y_{1}, y_{2}, y_{3}, y_{4} \in \mathbb{Z}^{d}} \prod_{n=1}^{4}\left|\nabla_{k}^{*} G_{\Delta, \lambda}\left(0, y_{n}\right) \| \nabla_{j} \tilde{\phi}_{i}\left(y_{n}\right)-\nabla_{j} \tilde{\phi}_{i}^{e}\left(y_{n}\right)\right|,
$$

and by Lemmas A. 3 and A. 6 we have

$$
\mathbb{E}\left\{\left|I_{2}\right|^{4}\right\} \lesssim\left(\sum_{y \in \mathbb{Z}^{d}} \frac{1}{|y|_{*}^{d-1}} \frac{1}{|y-\underline{e}|_{*}^{d}}\right)^{4} \lesssim \frac{1}{|\underline{e}|_{*}^{(4 d-4)-}},
$$

so $\sqrt{\mathbb{E}\left\{\left|I_{2}\right|^{4}\right\}} \lesssim 1 /|\underline{e}|_{*}^{(2 d-2)-}$. In summary, we have

$$
\mathbb{E}\left\{\sigma_{\lambda}^{4}\right\} \lesssim\left(\sum_{e \in \mathbb{B}} \frac{1}{|e|_{*}^{(2 d-2)-}}\right)^{2},
$$

and since $d \geqslant 3$, we conclude $\mathbb{E}\left\{\sigma_{\lambda}^{4}\right\} \lesssim 1$.
To show the convergence of $\sigma_{\lambda}$ in $L^{2}(\Omega)$, we only need to prove that $\left\langle\sigma_{\lambda_{1}}, \sigma_{\lambda_{2}}\right\rangle$ converges as $\lambda_{1}, \lambda_{2} \rightarrow 0$. By the Green function representation, we have

$$
\left\langle\sigma_{\lambda_{1}}, \sigma_{\lambda_{2}}\right\rangle=\sum_{y_{1}, y_{2} \in \mathbb{Z}^{d}} \nabla_{k}^{*} G_{\Delta, \lambda_{1}}\left(0, y_{1}\right) \nabla_{k}^{*} G_{\Delta, \lambda_{2}}\left(0, y_{2}\right) \mathbb{E}\left\{\tilde{q}_{i j}\left(y_{1}\right) \tilde{q}_{i j}\left(y_{2}\right)\right\}
$$

By Lemma A.4, $\left|\mathbb{E}\left\{\tilde{q}_{i j}\left(y_{1}\right) \tilde{q}_{i j}\left(y_{2}\right)\right\}\right| \lesssim \frac{1}{\left|y_{1}-y_{2}\right|_{*}^{d-}}$. Furthermore $\left|\nabla_{k}^{*} G_{\Delta, \lambda}(0, y)\right| \lesssim|y|_{*}^{1-d}$, by the dominated convergence theorem, we have

$$
\left\langle\sigma_{\lambda_{1}}, \sigma_{\lambda_{2}}\right\rangle \rightarrow \sum_{y_{1}, y_{2} \in \mathbb{Z}^{d}} \nabla_{k}^{*} G_{\Delta, 0}\left(0, y_{1}\right) \nabla_{k}^{*} G_{\Delta, 0}\left(0, y_{2}\right) \mathbb{E}\left\{\tilde{q}_{i j}\left(y_{1}\right) \tilde{q}_{i j}\left(y_{2}\right)\right\} .
$$

Therefore, $\sigma_{\lambda}$ converges in $L^{2}(\Omega)$. Its limit $\sigma$ is in $L^{4}(\Omega)$ by Fatou's lemma. By sending $\lambda \rightarrow 0$ in $(\lambda-\Delta) \sigma_{\lambda}=D_{k} q_{i j}$, we obtain $-\Delta \sigma=D_{k} q_{i j}$, and the proof is complete.

We can now define the flux corrector $\left\{\sigma_{i j k}, i, j, k=1, \ldots, d\right\}$ :
Lemma 4.5. There exists a tensor field $\left\{\sigma_{i j k}, i, j, k=1, \ldots, d\right\}$ such that

- $\sigma_{i j k}=-\sigma_{i k j}$,
- $\sigma_{i j k} \in L^{4}(\Omega)$,
- $-\Delta \sigma_{i j k}=D_{k} q_{i j}-D_{j} q_{i k}$ and $\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}=q_{i j}$.

Proof. For every $i, j, k=1, \ldots, d$ and $\lambda>0$, we consider the equation

$$
\begin{equation*}
(\lambda-\Delta) \sigma_{i j k}^{\lambda}=D_{k} q_{i j}-D_{j} q_{i k} \tag{4.5}
\end{equation*}
$$

Lemma 4.4 ensures that $\mathbb{E}\left\{\left|\sigma_{i j k}^{\lambda}\right|^{4}\right\} \lesssim 1$, that $\sigma_{i j k}^{\lambda}$ converges in $L^{2}(\Omega)$, and denoting the limit by $\sigma_{i j k}$, we have $\sigma_{i j k} \in L^{4}(\Omega)$ with $-\Delta \sigma_{i j k}=D_{k} q_{i j}-D_{j} q_{i k}$.

The skew symmetry $\sigma_{i j k}=-\sigma_{i k j}$ is clear by (4.5).
To show $\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}=q_{i j}$, it suffices to prove $\Delta\left(\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}-q_{i j}\right)=0$. Indeed, $D\left(\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}-q_{i j}\right)=0$ implies $\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}-q_{i j}=$ const by ergodicity, and since $\mathbb{E}\left\{\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}\right\}=\mathbb{E}\left\{q_{i j}\right\}=0$, we have $\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}=q_{i j}$. Now we consider

$$
\begin{aligned}
\Delta\left(\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}-q_{i j}\right) & =\lim _{\lambda \rightarrow 0} \Delta\left(\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}^{\lambda}-q_{i j}\right) \\
& =\lim _{\lambda \rightarrow 0} \sum_{k=1}^{d} D_{k}^{*}\left(D_{j} q_{i k}-D_{k} q_{i j}+\lambda \sigma_{i j k}^{\lambda}\right)-\Delta q_{i j}
\end{aligned}
$$

Since $\sum_{k=1}^{d} D_{k}^{*} q_{i k}=0$ and $\sigma_{i j k}^{\lambda}$ is uniformly bounded in $L^{4}(\Omega)$, we have $\Delta\left(\sum_{k=1}^{d} D_{k}^{*} \sigma_{i j k}-\right.$ $\left.q_{i j}\right)=0$, and this completes the proof.

Proof of Proposition 4.2. We follow the proof of [23, Theorem 5.1], but use the flux corrector as in [10] to simplify calculations. Define

$$
z(x):=G(0, x)-G_{\mathrm{h}}(x)-\sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(x) \tilde{\phi}_{k}(x),
$$

as the remainder in the two-scale expansion of the Green function, the matrix function $R:=-\left[q_{1}, \ldots, q_{d}\right]$ by

$$
\tilde{R}_{i j}(x)=-\tilde{q}_{j i}(x)=\bar{a} 1_{i=j}-\tilde{a}_{i}(x)\left(1_{i=j}+\nabla_{i} \tilde{\phi}_{j}(x)\right),
$$

and $\tilde{h}: \mathbb{Z}^{d} \rightarrow \mathbb{R}$ by

$$
\tilde{h}(x)=-\sum_{i=1}^{d} \nabla_{i}^{*}\left(\tilde{a}_{i}(x) \sum_{j=1}^{d} \tilde{\phi}_{j}\left(x+e_{i}\right) \nabla_{i} \nabla_{j} G_{\mathrm{h}}(x)\right) .
$$

By [23, Proposition 5.6], we have

$$
\begin{equation*}
z(x)=\sum_{y \in \mathbb{Z}^{d}} G(x, y) \sum_{i, j=1}^{d} \tilde{R}_{i j}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y)+\sum_{y \in \mathbb{Z}^{d}} G(x, y) \tilde{h}(y) \tag{4.6}
\end{equation*}
$$

Consider the first term on the right-hand side of (4.6). Since $R_{i j}=-q_{j i}=$ $-\sum_{k=1}^{d} D_{k}^{*} \sigma_{j i k}$ by Lemma 4.5, we can write

$$
\begin{aligned}
\sum_{i, j=1}^{d} \tilde{R}_{i j}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y) & =-\sum_{i, j, k=1}^{d} \nabla_{k}^{*} \tilde{\sigma}_{j i k}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y) \\
& =-\sum_{i, j, k=1}^{d} \nabla_{k}^{*}\left(\tilde{\sigma}_{j i k}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y)\right)
\end{aligned}
$$

where the last equality uses the fact $\nabla_{k}^{*}(f(x) g(x))=\nabla_{k}^{*} f(x) g(x)+f\left(x-e_{k}\right) \nabla_{k}^{*} g(x)$ and $\sigma_{j i k}+\sigma_{j k i}=0$. Therefore, by using the flux corrector $\sigma$, we can write $\sum_{i, j=1}^{d} \tilde{R}_{i j}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y)$ in divergence form. Note that $\tilde{h}$ is in divergence form. An integration by parts leads to

$$
\begin{aligned}
z(x)= & -\sum_{y \in \mathbb{Z}^{d}} \sum_{k=1}^{d} \nabla_{y, k} G(x, y) \sum_{i, j=1}^{d} \tilde{\sigma}_{j i k}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y) \\
& -\sum_{y \in \mathbb{Z}^{d}} \sum_{i=1}^{d} \nabla_{y, i} G(x, y) \tilde{a}_{i}(y) \sum_{j=1}^{d} \tilde{\phi}_{j}\left(y+e_{i}\right) \nabla_{i} \nabla_{j} G_{\mathrm{h}}(y),
\end{aligned}
$$

so for $e \in \mathbb{B}$, we have

$$
\begin{aligned}
\nabla z(e)= & -\sum_{y \in \mathbb{Z}^{d}} \sum_{k=1}^{d} \nabla \nabla_{y, k} G(e, y) \sum_{i, j=1}^{d} \tilde{\sigma}_{j i k}\left(y-e_{i}\right) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y) \\
& -\sum_{y \in \mathbb{Z}^{d}} \sum_{i=1}^{d} \nabla \nabla_{y, i} G(e, y) \tilde{a}_{i}(y) \sum_{j=1}^{d} \tilde{\phi}_{j}\left(y+e_{i}\right) \nabla_{i} \nabla_{j} G_{\mathrm{h}}(y) .
\end{aligned}
$$

Note that

$$
\begin{aligned}
\nabla_{i} z(x) & =\nabla_{i} G(0, x)-\nabla_{i} G_{\mathrm{h}}(x)-\sum_{k=1}^{d}\left(\nabla_{i} \tilde{\phi}_{k}(x) \nabla_{k} G_{\mathrm{h}}(x)+\tilde{\phi}_{k}\left(x+e_{i}\right) \nabla_{i} \nabla_{k} G_{\mathrm{h}}(x)\right) \\
& =\left(\nabla_{i} G(0, x)-\nabla_{i} G_{\mathrm{h}}(x)-\sum_{k=1}^{d} \nabla_{i} \tilde{\phi}_{k}(x) \nabla_{k} G_{\mathrm{h}}(x)\right)-\sum_{k=1}^{d} \tilde{\phi}_{k}\left(x+e_{i}\right) \nabla_{i} \nabla_{k} G_{\mathrm{h}}(x),
\end{aligned}
$$

and moreover, by the moments bounds on $\phi_{k}$ provided by Proposition 3.1 and the fact that $\left|\nabla_{i} \nabla_{j} G_{\mathrm{h}}(x)\right| \lesssim|x|_{*}^{-d}$, we have

$$
\left\|\tilde{\phi}_{k}\left(x+e_{i}\right) \nabla_{i} \nabla_{k} G_{\mathrm{h}}(x)\right\|_{2} \lesssim \frac{1}{|x|_{*}^{d}} \lesssim \frac{\log |x|_{*}}{|x|_{*}^{d}} .
$$

As a consequence, in order to prove Proposition 4.2, it is enough to show that

$$
\begin{equation*}
\|\nabla z(e)\|_{2} \lesssim \frac{\left.\log | |_{e}\right|_{*}}{|\underline{e}|_{*}^{d}} \tag{4.7}
\end{equation*}
$$

In order to prove (4.7), we note that $\nabla z(e)$ is a finite linear combination of terms in the form $\sum_{y \in \mathbb{Z}^{d}} \nabla \nabla_{y, k} G(e, y) f(y) \nabla_{i}^{*} \nabla_{j} G_{\mathrm{h}}(y)$ or $\sum_{y \in \mathbb{Z}^{d}} \nabla \nabla_{y, k} G(e, y) f(y) \nabla_{i} \nabla_{j} G_{\mathrm{h}}(y)$ for some $i, j, k$ and $f$. Clearly, they can be bounded by $\sum_{y \in \mathbb{Z}^{d}}\left|\nabla \nabla_{y, k} G(e, y) f(y) \| y\right|_{*}^{-d}$, so we have

$$
\begin{aligned}
\|\nabla z(e)\|_{2} & \leqslant\left\|\sum _ { y \in \mathbb { Z } ^ { d } } \left|\nabla \nabla_{y, k} G(e, y) f(y)\left\|\left.y\right|_{*} ^{-d}\right\|_{2}\right.\right. \\
& \leqslant \sum_{y \in \mathbb{Z}^{d}}|y|_{*}^{-d}\left\|\nabla \nabla_{y, k} G(e, y) f(y)\right\|_{2} \\
& \leqslant \sum_{y \in \mathbb{Z}^{d}}|y|_{*}^{-d}\left\|\nabla \nabla_{y, k} G(e, y)\right\|_{4}\|f(y)\|_{4} .
\end{aligned}
$$

When $f=\tilde{\sigma}_{j i k}$ or $\tilde{a}_{i} \tilde{\phi}_{j},\|f(y)\|_{4}$ is uniformly bounded by Lemma 4.5 and Proposition 3.1, thus by applying Proposition 3.2 and Lemma A.6, we obtain

$$
\|\nabla z(e)\|_{2} \lesssim \sum_{y \in \mathbb{Z}^{d}} \frac{1}{|y|_{*}^{d}} \frac{1}{|y-\underline{e}|_{*}^{d}} \lesssim \frac{\log |\underline{e}|_{*}}{|\underline{e}|_{*}^{d}} .
$$

The proof of Proposition 4.2 is complete.
4.2. Second-order Poincaré inequality. Let $d_{K}$ be the Kantorovich-Wasserstein distance

$$
d_{K}(X, Y)=\sup \left\{\mathbb{E}\{h(X)\}-\mathbb{E}\{h(Y)\}:\left\|h^{\prime}\right\|_{\infty} \leqslant 1\right\} .
$$

In order to show that the rescaled fluctuations are asymptotically Gaussian, we will use the following result.
Proposition 4.6. [22, Proposition 2.1] Let $F \in L^{2}(\Omega)$ be such that $\mathbb{E}\{F\}=0$ and $\mathbb{E}\left\{F^{2}\right\}=1$. Assume also that $F$ has weak derivatives satisfying $\sum_{e} \mathbb{E}\left\{\left|\partial_{e} F\right|^{4}\right\}^{\frac{1}{2}}<\infty$ and $\mathbb{E}\left\{\left|\partial_{e} \partial_{e^{\prime}} F\right|^{4}\right\}<\infty$ for all $e, e^{\prime} \in \mathbb{B}$. Let $Y \sim N(0,1)$. Then

$$
\begin{equation*}
d_{K}(F, Y) \leqslant \sqrt{\frac{5}{\pi}} \sqrt{\sum_{e^{\prime} \in \mathbb{B}}\left(\sum_{e \in \mathbb{B}}\left\|\partial_{e} F\right\|_{4}\left\|\partial_{e} \partial_{e^{\prime}} F\right\|_{4}\right)^{2}} . \tag{4.8}
\end{equation*}
$$

Using the above result, we only need to show the following lemma to prove (4.2).
Lemma 4.7. Let

$$
\begin{equation*}
\kappa^{2}:=\sum_{e^{\prime} \in \mathbb{B}}\left(\left\|\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{4} \sum_{e \in \mathbb{B}}\left\|\partial_{e} \partial_{e^{\prime}} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{4}\right)^{2} \tag{4.9}
\end{equation*}
$$

If $\sigma_{g}^{2}$ defined in (2.3) is not zero, then

$$
\frac{\kappa^{2}}{\operatorname{Var}^{2}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}} \lesssim \varepsilon^{d}|\log \varepsilon|^{2}
$$

Remark 4.8. By Proposition 4.6 and Lemma 4.7, if $\sigma_{g}^{2} \neq 0$, then we actually obtain the convergence rate

$$
d_{K}\left(\frac{\mathcal{U}_{\varepsilon}^{(f)}(g)-\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}{\sqrt{\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}}, N(0,1)\right) \lesssim \varepsilon^{\frac{d}{2}}|\log \varepsilon| .
$$

## 5. Convergence of the variance

The aim of this section is to prove (4.1).
Recall that $\mathcal{U}_{\varepsilon}^{(f)}(g)=\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} G(x, y) g(\varepsilon x) f(\varepsilon y)$, so

$$
\begin{aligned}
\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\} & =\varepsilon^{2 d+4} \sum_{x, y, z, w \in \mathbb{Z}^{d}} \operatorname{Cov}\{G(x, y), G(z, w)\} g(\varepsilon x) f(\varepsilon y) g(\varepsilon z) f(\varepsilon w) \\
& =\varepsilon^{2 d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \operatorname{Cov}\left\{G\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}\right), G\left(\frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)\right\} g(x) f(y) g(z) f(w)
\end{aligned}
$$

The covariance is given explicitly by the Helffer-Sjöstrand representation

$$
\begin{equation*}
\operatorname{Cov}\{G(x, y), G(z, w)\}=\sum_{e \in \mathbb{B}}\left\langle\partial_{e} G(x, y),(1+\mathscr{L})^{-1} \partial_{e} G(z, w)\right\rangle \tag{5.1}
\end{equation*}
$$

and since $\partial_{e} G(x, y)=-\partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e)$ by Lemma A.1, (5.1) is rewritten as

$$
\begin{align*}
& \operatorname{Cov}\{G(x, y), G(z, w)\} \\
= & \sum_{e \in \mathbb{B}}\left\langle\partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e),(1+\mathscr{L})^{-1} \partial_{e} a_{e} \nabla G(z, e) \nabla G(w, e)\right\rangle . \tag{5.2}
\end{align*}
$$

To prove the convergence of $\varepsilon^{-d} \operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}$, we use the two-scale expansion of the Green function obtained in Proposition 4.2. For $e \in \mathbb{B}, x_{i} \in \mathbb{Z}^{d}, i=1,2,3,4$, define

$$
\begin{equation*}
\mathcal{E}\left(x_{1}, x_{2}, x_{3}, x_{4}\right):=\sum_{e \in \mathbb{B}} \sum_{i=1}^{4} \frac{\log \left|\underline{e}-x_{i}\right|_{*}}{\left|\underline{e}-x_{i}\right|_{*}^{d}} \prod_{j=1, j \neq i}^{4} \frac{1}{\left|\underline{e}-x_{j}\right|_{*}^{d-1}} \tag{5.3}
\end{equation*}
$$

and

$$
\mathcal{K}(x, y, z, w):=\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \sum_{v \in \mathbb{Z}^{d}} \nabla_{i} G_{\mathrm{h}}(v-x) \nabla_{j} G_{\mathrm{h}}(v-y) \nabla_{k} G_{\mathrm{h}}(v-z) \nabla_{l} G_{\mathrm{h}}(v-w)
$$

with $\tilde{K}_{i j k l}$ given by (3.6).
Proposition 5.1. $|\operatorname{Cov}\{G(x, y), G(z, w)\}-\mathcal{K}(x, y, z, w)| \lesssim \mathcal{E}(x, y, z, w)$.
Proof. Each term in (5.2) contains four factors of gradient of the Green function. We first consider $\nabla G(x, e)$ and let

$$
X=\partial_{e} a_{e} \nabla G(y, e)(1+\mathscr{L})^{-1} \partial_{e} a_{e} \nabla G(z, e) \nabla G(w, e) .
$$

By (4.4), we have

$$
|\langle X, \nabla G(x, e)\rangle|-\sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(e-x)\left\langle X,\left(e_{k}+\nabla \tilde{\phi}_{k}\right)(e)\right\rangle \left\lvert\, \lesssim\|X\|_{2} \frac{\log |\underline{e}-x|_{*}}{|\underline{e}-x|_{*}^{d}} .\right.
$$

By Proposition 3.2 and the fact that $(1+\mathscr{L})^{-1}$ is a contraction from $L^{p}(\Omega)$ to $L^{p}(\Omega)$ for any $p \geqslant 2$, we have $\|X\|_{2} \lesssim|\underline{e}-y|_{*}^{1-d}|\underline{e}-z|_{*}^{1-d}|\underline{e}-w|_{*}^{1-d}$, so

$$
\left|\operatorname{Cov}\{G(x, y), G(z, w)\}-\sum_{e \in \mathbb{B}} \sum_{k=1}^{d} \nabla_{k} G_{\mathrm{h}}(e-x)\left\langle X,\left(e_{k}+\nabla \tilde{\phi}_{k}\right)(e)\right\rangle\right| \lesssim \mathcal{E}(x, y, z, w) .
$$

Now we carry out the same argument for $\nabla G(y, e), \nabla G(z, e), \nabla G(w, e)$, and in the end obtain

$$
|\operatorname{Cov}\{G(x, y), G(z, w)\}-\mathcal{K}(x, y, z, w)| \lesssim \mathcal{E}(x, y, z, w) .
$$

The proof is complete.
Proposition 5.1 leads to

$$
\begin{aligned}
& \left|\varepsilon^{-d} \operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}-\varepsilon^{d+4} \sum_{x, y, z, w \in \in \mathbb{Z}^{d}} \mathcal{K}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w)\right| \\
& \lesssim \varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| .
\end{aligned}
$$

Hence, the proof of (4.1) will be complete once we have proved the following two lemmas.

Lemma 5.2. $\varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| \rightarrow 0$ as $\varepsilon \rightarrow 0$.
Lemma 5.3. $\varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \mathcal{K}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w) \rightarrow \sigma_{g}^{2}$ as $\varepsilon \rightarrow 0$.
In the following, we assume $|g|,|f| \leqslant h$ for some $h \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$.
Proof of Lemma 5.2. By denoting the number of different elements in $\{x, y, z, w\}$ by $s$, we decompose $\sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}}=\sum 1_{s=1}+\sum 1_{s=2}+\sum 1_{s=3}+\sum 1_{s=4}$. The following estimates are obtained with an application of Lemma A.10.

When $s=1$,

$$
\varepsilon^{d+4} \sum 1_{s=1} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| \lesssim \varepsilon^{d+4} \sum_{x \in \in \mathbb{Z}^{d}} h(x)^{4} .
$$

Since $h \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right), \varepsilon^{d} \sum_{x \in \varepsilon \mathbb{Z}^{d}} h(x)^{4} \rightarrow \int_{\mathbb{R}^{d}} h(x)^{4} d x$ which is bounded, so we have the r.h.s. of the above display goes to zero as $\varepsilon \rightarrow 0$.

When $s=2$,

$$
\begin{aligned}
& \varepsilon^{d+4} \sum 1_{s=2} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| \\
& \lesssim \varepsilon^{d+4} \sum_{x \neq y \in \varepsilon \mathbb{Z}^{d}} h(x)^{2} h(y)^{2}\left|\frac{x}{\varepsilon}-\frac{y}{\varepsilon}\right|_{*}^{2-2 d}+h(x)^{3} h(y)\left|\frac{x}{\varepsilon}-\frac{y}{\varepsilon}\right|_{*}^{1-d} .
\end{aligned}
$$

For $x \neq 0 \in \mathbb{Z}^{d}$, we have $|x|_{*}>|x| \geqslant 1$, so the r.h.s. of the above display is bounded by

$$
\begin{aligned}
& \varepsilon^{d+4} \sum_{x \neq y \in \varepsilon \mathbb{Z}^{d}}\left(h(x)^{2} h(y)^{2}+h(x)^{3} h(y)\right)\left|\frac{x}{\varepsilon}-\frac{y}{\varepsilon}\right|_{*}^{1-d} \\
& \leqslant \varepsilon^{2 d+3} \sum_{x \neq y \in \in \mathbb{Z}^{d}}\left(h(x)^{2} h(y)^{2}+h(x)^{3} h(y)\right)|x-y|^{1-d} .
\end{aligned}
$$

Similarly, $\varepsilon^{2 d} \sum_{x \neq y \in \varepsilon \mathbb{Z}^{d}}\left(h(x)^{2} h(y)^{2}+h(x)^{3} h(y)\right)|x-y|^{1-d}$ converges as a Riemann sum, which implies

$$
\varepsilon^{2 d+3} \sum_{x \neq y \in \varepsilon \mathbb{Z}^{d}}\left(h(x)^{2} h(y)^{2}+h(x)^{3} h(y)\right)|x-y|^{1-d} \sim \varepsilon^{3} \rightarrow 0
$$

as $\varepsilon \rightarrow 0$.
The discussion for $s=3,4$ is similar to $s=2$, so we omit the details.
When $s=3$,

$$
\begin{aligned}
& \varepsilon^{d+4} \sum 1_{s=3} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| \\
& \lesssim \varepsilon^{3 d+2} \sum_{\substack{x, y, z \in \varepsilon \mathbb{Z}^{d} \\
|\{x, y, z\}|=3}} h(x)^{2} h(y) h(z) \frac{1}{|x-y|^{d-1}}\left(\frac{1}{|x-z|^{d-1}}+\frac{1}{|y-z|^{d-1}}\right) \sim \varepsilon^{2} .
\end{aligned}
$$

When $s=4$,

$$
\begin{aligned}
& \varepsilon^{d+4} \sum 1_{s=4} \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)|g(x) f(y) g(z) f(w)| \\
& \lesssim \varepsilon^{(4 d+1)-} \sum 1_{s=4} h(x) h(y) h(z) h(w) \frac{1}{|x-y|^{(d-1)-}} \frac{1}{|x-z|^{(d-1)-}} \frac{1}{|x-w|^{(d-1)-}} \sim \varepsilon^{1-} .
\end{aligned}
$$

The proof is complete.
Proof of Lemma 5.3. Recall that

$$
\mathcal{K}(x, y, z, w)=\sum_{i, j, k, l=1}^{d} \tilde{K}_{i j k l} \sum_{v \in \mathbb{Z}^{d}} \nabla_{i} G_{\mathrm{h}}(v-x) \nabla_{j} G_{\mathrm{h}}(v-y) \nabla_{k} G_{\mathrm{h}}(v-z) \nabla_{l} G_{\mathrm{h}}(v-w) .
$$

By defining $\mathcal{F}_{i j k l}(v, x, y, z, w):=\nabla_{i} G_{\mathrm{h}}(v-x) \nabla_{j} G_{\mathrm{h}}(v-y) \nabla_{k} G_{\mathrm{h}}(v-z) \nabla_{l} G_{\mathrm{h}}(v-w)$, we only need to show the convergence of

$$
I_{i j k l}=\varepsilon^{d+4} \sum_{x, y, z, w \in \in \mathbb{Z}^{d}} \sum_{v \in \mathbb{Z}^{d}} \mathcal{F}_{i j k l}\left(v, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w)
$$

for fixed $i, j, k, l$.
We claim that $\nabla_{i} G_{\mathrm{h}}\left(v-\frac{x}{\varepsilon}\right)$ can be replaced by $\partial_{x_{i}} \mathcal{G}_{\mathrm{h}}\left(v-\frac{x}{\varepsilon}\right)$ in $\mathcal{F}_{i j k l}\left(v, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)$ of the above expression with the sum over $v \neq x / \varepsilon$. Indeed, by [23, Proposition A.3], for $x \neq 0$,

$$
\left|\nabla_{i} G_{\mathrm{h}}(x)-\partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(x)\right| \lesssim|x|^{-d} .
$$

If we define $\mathcal{F}_{j k l}^{i}(v, x, y, z, w):=\partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \nabla_{j} G_{\mathrm{h}}(v-y) \nabla_{k} G_{\mathrm{h}}(v-z) \nabla_{l} G_{\mathrm{h}}(v-w)$, the error induced by the replacement can be estimated as

$$
\left|I_{i j k l}-\varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \sum_{v \neq \frac{x}{\varepsilon}} \mathcal{F}_{j k l}^{i}\left(v, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w)\right| \lesssim J_{1}+J_{2},
$$

with

$$
J_{1}=\varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}}\left|\mathcal{F}_{i j k l}\left(\frac{x}{\varepsilon}, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)\right| h(x) h(y) h(z) h(w) .
$$

and

$$
J_{2}=\varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \sum_{v \neq \frac{x}{\varepsilon}}\left|v-\frac{x}{\varepsilon}\right|^{-d}\left|v-\frac{y}{\varepsilon}\right|_{*}^{1-d}\left|v-\frac{z}{\varepsilon}\right|_{*}^{1-d}\left|v-\frac{w}{\varepsilon}\right|_{*}^{1-d} h(x) h(y) h(z) h(w) .
$$

For $J_{1}$, by using $\left|\nabla_{i} G_{\mathrm{h}}(x)\right| \lesssim|x|_{*}^{1-d}$ and considering different cases according to whether $y, z, w=x$ as in the proof of Lemma 5.2, we obtain

$$
J_{1} \lesssim \varepsilon^{d+4} \sum_{x, y, z, w \in \in \mathbb{Z}^{d}}\left|\frac{x-y}{\varepsilon}\right|_{*}^{1-d}\left|\frac{x-z}{\varepsilon}\right|_{*}^{1-d}\left|\frac{x-w}{\varepsilon}\right|_{*}^{1-d} h(x) h(y) h(z) h(w) \rightarrow 0
$$

For $J_{2}$, we note that $\sum_{v \neq \frac{x}{\varepsilon}}\left|v-\frac{x}{\varepsilon}\right|^{-d}\left|v-\frac{y}{\varepsilon}\right|_{*}^{1-d}\left|v-\frac{z}{\varepsilon}\right|_{*}^{1-d}\left|v-\frac{w}{\varepsilon}\right|_{*}^{1-d} \lesssim \mathcal{E}\left(\frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right)$ with $\mathcal{E}(x, y, z, w)$ defined in (5.3), so we can apply Lemma 5.2 to show $J_{2} \rightarrow 0$. The claim is proved.

By following the same argument for $\nabla_{j} G_{\mathrm{h}}\left(v-\frac{y}{\varepsilon}\right), \nabla_{k} G_{\mathrm{h}}\left(v-\frac{z}{\varepsilon}\right), \nabla_{l} G_{\mathrm{h}}\left(v-\frac{w}{\varepsilon}\right)$, we derive

$$
\left|I_{i j k l}-\varepsilon^{d+4} \sum_{x, y, z, w \in \in \mathbb{Z}^{d}} \sum_{v \neq \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}} \mathcal{F}^{i j k l}\left(v, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w)\right| \rightarrow 0
$$

with $\mathcal{F}^{i j k l}(v, x, y, z, w):=\partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(v-x) \partial_{x_{j}} \mathcal{G}_{\mathrm{h}}(v-y) \partial_{x_{k}} \mathcal{G}_{\mathrm{h}}(v-z) \partial_{x_{l}} \mathcal{G}_{\mathrm{h}}(v-w)$. Since $d \geqslant 3, \mathcal{G}_{\mathrm{h}}(x)=c_{\mathrm{h}}|x|^{2-d}$ for some constant $c_{\mathrm{h}}$, and $\partial_{x_{i}} \mathcal{G}_{\mathrm{h}}(x)=c_{\mathrm{h}}(2-d) x_{i} /|x|^{d}$, so we have

$$
\begin{aligned}
& \varepsilon^{d+4} \sum_{x, y, z, w \in \varepsilon \mathbb{Z}^{d}} \sum_{v \neq \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}} \mathcal{F}^{i j k l}\left(v, \frac{x}{\varepsilon}, \frac{y}{\varepsilon}, \frac{z}{\varepsilon}, \frac{w}{\varepsilon}\right) g(x) f(y) g(z) f(w) \\
= & \varepsilon^{5 d} \sum_{x, y, z, w, v \in \in \mathbb{Z}^{d}} 1_{v \neq x, y, z, w} \mathcal{F}^{i j k l}(v, x, y, z, w) g(x) f(y) g(z) f(w) \\
\rightarrow & \int_{\mathbb{R}^{5 d}} \mathcal{F}^{i j k l}(v, x, y, z, w) g(x) f(y) g(z) f(w) d x d y d z d w d v .
\end{aligned}
$$

The proof is complete.

## 6. Convergence to a Gaussian when $\sigma_{g}^{2}>0$

Recall that in order to prove (4.2), that is,

$$
\frac{\mathcal{U}_{\varepsilon}^{(f)}(g)-\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}{\sqrt{\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}}} \Rightarrow N(0,1)
$$

we only need to show Lemma 4.7.
Proof of Lemma 4.7. We first prepare the ground by estimating the terms appearing in the definition of $\kappa^{2}$. By a direct calculation, we have

$$
\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)=-\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e) f(\varepsilon y) g(\varepsilon x),
$$

and

$$
\begin{aligned}
\partial_{e^{\prime}} \partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)= & -\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e}^{2} a_{e} \nabla G(x, e) \nabla G(y, e) f(\varepsilon y) g(\varepsilon x) 1_{e^{\prime}=e} \\
& +\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e} a_{e} \partial_{e^{\prime}} a_{e^{\prime}} \nabla G\left(x, e^{\prime}\right) \nabla \nabla G\left(e, e^{\prime}\right) \nabla G(y, e) f(\varepsilon y) g(\varepsilon x) \\
& +\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e} a_{e} \partial_{e^{\prime}} a_{e^{\prime}} \nabla G(x, e) \nabla G\left(y, e^{\prime}\right) \nabla \nabla G\left(e, e^{\prime}\right) f(\varepsilon y) g(\varepsilon x) .
\end{aligned}
$$

By Proposition 3.2 and the fact that $a_{e}=\eta\left(\zeta_{e}\right)$ with $\left|\eta^{\prime}\right|,\left|\eta^{\prime \prime}\right|$ uniformly bounded, we have for any $p \geqslant 1$ (with the multiplicative constant depending on $p$ ):

$$
\left\|\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{p} \lesssim \varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} \frac{1}{|y-\underline{e}|_{*}^{d-1}}|f(\varepsilon y) g(\varepsilon x)|
$$

and

$$
\begin{aligned}
\left\|\partial_{e^{\prime}} \partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{p} \lesssim & \varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} \frac{1}{|y-\underline{e}|_{*}^{d-1}}|f(\varepsilon y) g(\varepsilon x)| 1_{e^{\prime}=e} \\
& +\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \frac{1}{\left|x-\underline{e}^{\prime}\right|_{*}^{d-1}} \frac{1}{\left|\underline{e}-\underline{e}^{\prime}\right|_{*}^{\mid}} \frac{1}{|y-\underline{e}|_{*}^{d-1}}|f(\varepsilon y) g(\varepsilon x)| \\
& +\varepsilon^{d+2} \sum_{x, y \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} \frac{1}{\left|\underline{e}-\underline{e^{\prime}}\right|_{*}^{d}} \frac{1}{\left|y-\underline{e^{\prime}}\right|_{*}^{d-1}}|f(\varepsilon y) g(\varepsilon x)| .
\end{aligned}
$$

Since $f, g$ are both bounded and compactly supported, we apply Lemma A. 11 to obtain

$$
\begin{equation*}
\left\|\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{p} \lesssim \varepsilon^{d+2}\left(\sum_{x \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} 1_{|x| \lesssim \varepsilon^{-1}}\right)^{2} \lesssim \frac{\varepsilon^{d}}{|\varepsilon e|_{*}^{2 d-2}}, \tag{6.1}
\end{equation*}
$$

and

$$
\begin{align*}
\left\|\partial_{e^{\prime}} \partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{p} & \lesssim \varepsilon^{d+2}\left(\sum_{x \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} 1_{|x| इ \varepsilon^{-1}}\right)^{2}\left(1_{e^{\prime}=e}+\frac{1}{\left|\underline{e}-\underline{e^{\prime}}\right|_{*}^{d}}\right)  \tag{6.2}\\
& \lesssim \frac{\varepsilon^{d}}{|\varepsilon \varepsilon|_{*}^{2 d-2}} \frac{1}{\left|\underline{e}-\underline{e^{\prime}}\right|_{*}^{d}} .
\end{align*}
$$

We are now ready to estimate $\kappa^{2}$. By (6.1) and (6.2), we have

$$
\begin{aligned}
\kappa^{2} & =\sum_{e^{\prime} \in \mathbb{B}}\left(\sum_{e \in \mathbb{B}}\left\|\partial_{e^{\prime}} \partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{4}\left\|\partial_{e} \mathcal{U}_{\varepsilon}^{(f)}(g)\right\|_{4}\right)^{2} \\
& \lesssim \sum_{e^{\prime} \in \mathbb{B}}\left(\sum_{e \in \mathbb{B}} \frac{\varepsilon^{d}}{|\varepsilon e|_{*}^{2 d-2}} \frac{1}{\left|\underline{e}-\underline{e^{\prime}}\right|_{*}^{d}} \frac{\varepsilon^{d}}{|\varepsilon e|_{*}^{2 d-2}}\right)^{2} .
\end{aligned}
$$

Applying Lemma A.11, we get

$$
\begin{aligned}
\sum_{e^{\prime} \in \mathbb{B}}\left(\sum_{e \in \mathbb{B}} \frac{\varepsilon^{2 d}}{|\varepsilon \underline{\varepsilon}|_{*}^{4 d-4}} \frac{1}{\left|\underline{e}-\underline{e^{\prime}}\right|_{*}^{d}}\right)^{2} & \lesssim \sum_{e^{\prime} \in \mathbb{B}} \varepsilon^{4 d}|\log \varepsilon|^{2} \frac{1}{\left|\varepsilon \underline{e}^{\prime}\right|_{*}^{2 d}} \\
& \lesssim \varepsilon^{4 d}|\log \varepsilon|^{2} \sum_{x \in \mathbb{Z}^{d}} \frac{1}{(2+|\varepsilon x|)^{2 d}} \\
& \lesssim \varepsilon^{3 d}|\log \varepsilon|^{2}
\end{aligned}
$$

To sum up, $\kappa^{2} \lesssim \varepsilon^{3 d}|\log \varepsilon|^{2}$. By (4.1), $\operatorname{Var}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\} \gtrsim \varepsilon^{d}$ if $\sigma_{g}^{2} \neq 0$, which leads to

$$
\frac{\kappa^{2}}{\operatorname{Var}^{2}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}} \lesssim \frac{\varepsilon^{3 d}|\log \varepsilon|^{2}}{\varepsilon^{2 d}} \lesssim \varepsilon^{d}|\log \varepsilon|^{2} \rightarrow 0
$$

and the proof is complete.

## 7. Tightness in $\mathcal{C}_{\text {loc }}^{\alpha}$

Roughly speaking, for $\alpha<0$, a distribution $F$ is $\alpha$-Hölder regular around the point $x \in \mathbb{R}^{d}$ if for every smooth, compactly supported test function $\chi$, we have

$$
\begin{equation*}
F\left[\varepsilon^{-d} \chi\left(\varepsilon^{-1}(\cdot-x)\right)\right] \lesssim \varepsilon^{-\alpha} \quad(\varepsilon \rightarrow 0) \tag{7.1}
\end{equation*}
$$

By [21, Theorem 2.25], in order to prove that $\mathscr{U}_{\varepsilon}^{(f)}$ is tight in $\mathcal{C}_{\text {loc }}^{\alpha}$ for every $\alpha<1-\frac{d}{2}$, we only need to prove the following proposition.

Proposition 7.1. For any $g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, let $g_{\lambda}(x)=\lambda^{-d} g(x / \lambda)$. For all $p \geqslant 1$, there exists a constant $C=C(p, g)$ such that

$$
\left\|\mathscr{U}_{\varepsilon}^{(f)}\left(g_{\lambda}\right)\right\|_{p} \leqslant C \lambda^{1-\frac{d}{2}},
$$

Proof. We follow the proof of [22, Proposition 3.1]. Recall that $\mathscr{U}_{\varepsilon}^{(f)}(g)=\varepsilon^{-\frac{d}{2}}\left(\mathcal{U}_{\varepsilon}^{(f)}(g)-\right.$ $\left.\mathbb{E}\left\{\mathcal{U}_{\varepsilon}^{(f)}(g)\right\}\right)$, by writing

$$
\mathscr{U}_{\varepsilon}^{(f)}\left(g_{\lambda}\right) \lambda^{\frac{d}{2}-1}=\frac{\varepsilon^{\frac{d}{2}+2}}{\lambda^{\frac{d}{2}+1}} \sum_{x \in \mathbb{Z}^{d}} \sum_{y \in \mathbb{Z}^{d}}(G(x, y)-\mathbb{E}\{G(x, y)\}) f(\varepsilon y) g\left(\frac{\varepsilon x}{\lambda}\right)=: X_{\varepsilon, \lambda},
$$

and we need to show that $X_{\varepsilon, \lambda}$ is uniformly bounded in $L^{p}(\Omega)$. Since $\mathbb{E}\left\{X_{\varepsilon, \lambda}\right\}=0$, in particular

$$
\begin{equation*}
\left(\mathbb{E}\left\{X_{\varepsilon, \lambda}^{p}\right\}\right)^{2} \lesssim 1 \tag{7.2}
\end{equation*}
$$

holds for $p=1$. We argue inductively, assuming that (7.2) holds for some $p=n$, and showing that it also holds for $p=2 n$, which would complete the proof.

Since $\mathbb{E}\left\{X_{\varepsilon, \lambda}^{2 n}\right\}=\mathbb{E}\left\{X_{\varepsilon, \lambda}^{n}\right\}^{2}+\operatorname{Var}\left\{X_{\varepsilon, \lambda}^{n}\right\} \lesssim 1+\operatorname{Var}\left\{X_{\varepsilon, \lambda}^{n}\right\}$, it suffices to show $\operatorname{Var}\left\{X_{\varepsilon, \lambda}^{n}\right\} \lesssim \mathbb{E}\left\{X_{\varepsilon, \lambda}^{2 n}\right\}^{1-\frac{1}{n}}$. By the spectral gap inequality (see [23, Corollary 3.3]), we have

$$
\begin{aligned}
\mathbb{V a r}\left\{X_{\varepsilon, \lambda}^{n}\right\} & \leqslant \sum_{e \in \mathbb{B}} \mathbb{E}\left\{\left|\partial_{e} X_{\varepsilon, \lambda}^{n}\right|^{2}\right\}=\sum_{e \in \mathbb{B}} \mathbb{E}\left\{\left|n X_{\varepsilon, \lambda}^{n-1} \partial_{e} X_{\varepsilon, \lambda}\right|^{2}\right\} \\
& \lesssim \mathbb{E}\left\{\left|X_{\varepsilon, \lambda}\right|^{2 n}\right\}^{1-\frac{1}{n}} \sum_{e \in \mathbb{B}} \mathbb{E}\left\{\left|\partial_{e} X_{\varepsilon, \lambda}\right|^{2 n}\right\}^{\frac{1}{n}} .
\end{aligned}
$$

So we are left to prove $\sum_{e \in \mathbb{B}} \mathbb{E}\left\{\left|\partial_{e} X_{\varepsilon, \lambda}\right|^{2 n}\right\}^{\frac{1}{n}} \lesssim 1$. Since

$$
\partial_{e} X_{\varepsilon, \lambda}=-\frac{\varepsilon^{\frac{d}{2}+2}}{\lambda^{\frac{d}{2}+1}} \sum_{x, y \in \mathbb{Z}^{d}} \partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e) f(\varepsilon y) g\left(\frac{\varepsilon x}{\lambda}\right)
$$

and $f, g \in \mathcal{C}_{c}\left(\mathbb{R}^{d}\right)$, by applying Proposition 3.2 and Lemma A. 11 we obtain

$$
\begin{aligned}
\left\|\partial_{e} X_{\varepsilon, \lambda}\right\|_{2 n} & \lesssim \frac{\varepsilon^{\frac{d}{2}+2}}{\lambda^{\frac{d}{2}+1}} \sum_{x \in \mathbb{Z}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d-1}} 1_{|x| \lesssim \frac{\lambda}{\varepsilon}} \sum_{y \in \mathbb{Z}^{d}} \frac{1}{|y-\underline{e}|_{*}^{d-1}} 1_{|y|_{\star \frac{1}{\varepsilon}}} \\
& \lesssim \frac{\varepsilon^{\frac{d}{2}+2}}{\lambda^{\frac{d}{2}+1}} \frac{\lambda}{\varepsilon} \frac{1}{\left|\frac{\varepsilon}{\lambda} \underline{e}\right|_{*}^{d-1}} \frac{1}{\varepsilon} \frac{1}{|\varepsilon e|_{*}^{d-1}}=\left(\frac{\varepsilon}{\lambda}\right)^{\frac{d}{2}} \frac{1}{\left|\frac{\varepsilon}{\lambda} \underline{e}\right|_{*}^{d-1}} \frac{1}{|\varepsilon e|_{*}^{d-1}},
\end{aligned}
$$

which implies

$$
\sum_{e \in \mathbb{B}} \mathbb{E}\left\{\left|\partial_{e} X_{\varepsilon, \lambda}\right|^{2 n}\right\}^{\frac{1}{n}} \lesssim \sum_{e \in \mathbb{B}}\left(\frac{\varepsilon}{\lambda}\right)^{d} \frac{1}{\left\lvert\, \frac{\varepsilon}{\lambda} e_{*}^{2 d-2}\right.} \frac{1}{|\varepsilon e|_{*}^{2 d-2}} \lesssim \sum_{e \in \mathbb{B}}\left(\frac{\varepsilon}{\lambda}\right)^{d} \frac{1}{\left\lvert\, \frac{\varepsilon}{\lambda} e_{*}^{2 d-2}\right.} \lesssim 1 .
$$

The proof is complete.

## Appendix A. Technical lemmas

Lemma A. 1 (vertical derivative of $G(x, y)$ with respect to $\zeta_{e}$ ). For $e \in \mathbb{B}, x, y \in$ $\mathbb{Z}^{d}, \omega \in \Omega$, we have

$$
\begin{equation*}
\partial_{e} G(x, y)=-\partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e) . \tag{A.1}
\end{equation*}
$$

Proof. Fix $e, x, y, \zeta$. By definition, the Green function $G(x, y)=\int_{0}^{\infty} q_{t}(x, y) d t$ with the heat kernel $q_{t}(z, y)$ solving the following parabolic problem

$$
\partial_{t} q_{t}(z, y)=-\nabla^{*} \tilde{a}(z) \nabla q_{t}(z, y), z \in \mathbb{Z}^{d}
$$

with initial condition $q_{0}(z, y)=1_{z=y}$. We take $\partial_{e}$ on both sides of the above equation to obtain

$$
\partial_{t} \partial_{e} q_{t}(z, y)=-\nabla^{*} \tilde{a}(z) \nabla \partial_{e} q_{t}(z, y)+\partial_{e} a_{e} \nabla q_{t}(e, y)\left(1_{z=\underline{e}}-1_{z=\bar{e}}\right),
$$

with initial condition $\partial_{e} q_{0}(z, y)=0$. So $\partial_{e} q_{t}(x, y)$ is given by

$$
\begin{aligned}
\partial_{e} q_{t}(x, y) & =\int_{0}^{t} \sum_{z \in \mathbb{Z}^{d}} q_{t-s}(x, z) \partial_{e} a_{e} \nabla q_{s}(e, y)\left(1_{z=\underline{e}}-1_{z=\bar{e}}\right) d s \\
& =-\partial_{e} a_{e} \int_{0}^{t} \nabla q_{t-s}(x, e) \nabla q_{s}(e, y) d s .
\end{aligned}
$$

This leads to

$$
\begin{aligned}
\partial_{e} G(x, y)=\int_{0}^{\infty} \partial_{e} q_{t}(x, y) d t & =-\partial_{e} a_{e} \int_{0}^{\infty} \int_{0}^{t} \nabla q_{t-s}(x, e) \nabla q_{s}(e, y) d s d t \\
& =-\partial_{e} a_{e} \nabla G(x, e) \nabla G(y, e),
\end{aligned}
$$

where we used the symmetry $q_{t}(x, y)=q_{t}(y, x)$ in the last step. The proof is complete.

Lemma A. 2 (Spectral Gap Inequality to control fourth moment). For any $f$ with $\mathbb{E}\{f\}=0$,

$$
\begin{equation*}
\mathbb{E}\left\{f^{4}\right\} \lesssim\left(\sum_{e \in \mathbb{B}} \sqrt{\mathbb{E}\left\{\left|f-f^{e}\right|^{4}\right\}}\right)^{2} \tag{A.2}
\end{equation*}
$$

Proof. By $\left[8\right.$, Lemma 2], if we define $\mathbb{E}_{e}\{f\}:=\mathbb{E}\left\{f \mid\left\{\zeta_{e^{\prime}}\right\}_{e^{\prime} \neq e}\right\}$, then

$$
\mathbb{E}\left\{f^{4}\right\} \lesssim \mathbb{E}\left\{\left(\sum_{e \in \mathbb{B}}\left|f-\mathbb{E}_{e}\{f\}\right|^{2}\right)^{2}\right\}
$$

By expanding the right-hand side, we obtain

$$
\begin{aligned}
\mathbb{E}\left\{f^{4}\right\} & \lesssim \sum_{e, e^{\prime} \in \mathbb{B}} \mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{2}\left|f-\mathbb{E}_{e^{\prime}}\{f\}\right|^{2}\right\} \\
& \leqslant \sum_{e, e^{\prime} \in \mathbb{B}} \sqrt{\mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{4}\right\} \mathbb{E}\left\{\left|f-\mathbb{E}_{e^{\prime}}\{f\}\right|^{4}\right\}} \\
& =\left(\sum_{e \in \mathbb{B}} \sqrt{\mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{4}\right\}}\right)^{2}
\end{aligned}
$$

It thus suffices to show that $\mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{4}\right\} \leqslant \frac{1}{2} \mathbb{E}\left\{\left|f-f^{e}\right|^{4}\right\}$. In order to do so, we write

$$
f-f^{e}=f-\mathbb{E}_{e}\{f\}+\mathbb{E}_{e}\{f\}-f^{e},
$$

and observe that

$$
\begin{aligned}
\mathbb{E}\left\{\left|f-f^{e}\right|^{4}\right\}= & \mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{4}\right\}+\mathbb{E}\left\{\left|\mathbb{E}_{e}\{f\}-f^{e}\right|^{4}\right\}+6 \mathbb{E}\left\{\left|f-\mathbb{E}_{e}\{f\}\right|^{2}\left|\mathbb{E}_{e}\{f\}-f^{e}\right|^{2}\right\} \\
& +4 \mathbb{E}\left\{\left(f-\mathbb{E}_{e}\{f\}\right)\left(\mathbb{E}_{e}\{f\}-f^{e}\right)^{3}\right\}+4 \mathbb{E}\left\{\left(f-\mathbb{E}_{e}\{f\}\right)^{3}\left(\mathbb{E}_{e}\{f\}-f^{e}\right)\right\} .
\end{aligned}
$$

By first averaging over $\zeta_{e}$ (resp. $\zeta_{e}^{\prime}$ ), we see that the third (resp. fourth) term on the right-hand side is equal to zero, so the proof is complete.

Lemma A. 3 (Sensitivity of gradient of correctors with respect to $\zeta_{e}$ ). For $e \in \mathbb{B}, x \in$ $\mathbb{Z}^{d}, i, j=1, \ldots, d$ and $p \geqslant 1$, we have

$$
\begin{equation*}
\mathbb{E}\left\{\left|\nabla_{j} \tilde{\phi}_{i}(x)-\nabla_{j} \tilde{\phi}_{i}^{e}(x)\right|^{p}\right\} \lesssim|x-\underline{e}|_{*}^{-p d} \tag{A.3}
\end{equation*}
$$

Proof. By the convergence of $\nabla_{j} \tilde{\phi}_{\lambda, i}(x) \rightarrow \nabla_{j} \tilde{\phi}_{i}(x)$ in $L^{p}(\Omega)$, we only need to show

$$
\mathbb{E}\left\{\left|\nabla_{j} \tilde{\phi}_{\lambda, i}(x)-\nabla_{j} \tilde{\phi}_{\lambda, i}^{e}(x)\right|^{p}\right\} \lesssim|x-\underline{e}|_{*}^{-p d}
$$

where the implicit multiplicative constant is independent of $\lambda$.

We write the equation satisfied by $\tilde{\phi}_{\lambda, i}$ and $\tilde{\phi}_{\lambda, i}^{e}$ as

$$
\begin{aligned}
\lambda \tilde{\phi}_{\lambda, i}(x)+\nabla^{*} \tilde{a}(x) \nabla \tilde{\phi}_{\lambda, i}(x) & =-\nabla^{*} \tilde{a}(x) e_{i} \\
\lambda \tilde{\phi}_{\lambda, i}^{e}(x)+\nabla^{*} \tilde{a}^{e}(x) \nabla \tilde{\phi}_{\lambda, i}^{e}(x) & =-\nabla^{*} \tilde{a}^{e}(x) e_{i}
\end{aligned}
$$

A straightforward calculation leads to

$$
\tilde{\phi}_{\lambda, i}(x)-\tilde{\phi}_{\lambda, i}^{e}(x)=\sum_{y \in \mathbb{Z}^{d}} G_{\lambda}(x, y) \nabla^{*}\left(\tilde{a}^{e}(y)-\tilde{a}(y)\right)\left(\nabla \tilde{\phi}_{\lambda, i}^{e}(y)+e_{i}\right),
$$

so we have

$$
\nabla_{j} \tilde{\phi}_{\lambda, i}(x)-\nabla_{j} \tilde{\phi}_{\lambda, i}^{e}(x)=\sum_{y \in \mathbb{Z}^{d}} \nabla_{x, j} \nabla_{y} G_{\lambda}(x, y)\left(\tilde{a}^{e}(y)-\tilde{a}(y)\right)\left(\nabla \tilde{\phi}_{\lambda, i}^{e}(y)+e_{i}\right)
$$

Since $\tilde{a}^{e}(y)-\tilde{a}(y)=0$ when $y \neq \underline{e}$, we conclude

$$
\left|\nabla_{j} \tilde{\phi}_{\lambda, i}(x)-\nabla_{j} \tilde{\phi}_{\lambda, i}^{e}(x)\right| \lesssim\left|\nabla_{x, j} \nabla_{y} G_{\lambda}(x, \underline{e})\right|\left|\nabla \tilde{\phi}_{\lambda, i}^{e}(\underline{e})+e_{i}\right| .
$$

By Propositions 3.1 and 3.2, the proof is complete.
Lemma A. 4 (Covariance estimate of $q_{i j}$ ). For $i, j=1, \ldots, d$ and $x \in \mathbb{Z}^{d}$, we have

$$
\begin{equation*}
\left|\mathbb{E}\left\{\tilde{q}_{i j}(0) \tilde{q}_{i j}(x)\right\}\right| \lesssim \frac{\log |x|_{*}}{|x|_{*}^{d}} \tag{A.4}
\end{equation*}
$$

Remark A.5. Similar results in continuous setting are given in [16, Proposition 4.7].
Proof. By [16, (4.4)], we have

$$
\begin{aligned}
\left|\mathbb{E}\left\{\tilde{q}_{i j}(0) \tilde{q}_{i j}(x)\right\}\right| & =\left|\operatorname{Cov}\left\{\tilde{q}_{i j}(0), \tilde{q}_{i j}(x)\right\}\right| \\
& \lesssim \sum_{e \in \mathbb{B}} \sqrt{\mathbb{E}\left\{\left|\tilde{q}_{i j}(0)-\tilde{q}_{i j}^{e}(0)\right|^{2}\right\}} \sqrt{\mathbb{E}\left\{\left|\tilde{q}_{i j}(x)-\tilde{q}_{i j}^{e}(x)\right|^{2}\right\}}
\end{aligned}
$$

Recall that $q_{i j}=a_{j} 1_{i=j}+a_{j} D_{j} \phi_{i}-\bar{a} 1_{i=j}$, so for $e \in \mathbb{B}, x \in \mathbb{Z}^{d}$, we have

$$
\left|\tilde{q}_{i j}(x)-\tilde{q}_{i j}^{e}(x)\right| \lesssim\left|\tilde{a}_{j}(x)-\tilde{a}_{j}^{e}(x)\right|\left(1+\left|\nabla_{j} \tilde{\phi}_{i}(x)\right|\right)+\left|\nabla_{j} \tilde{\phi}_{i}(x)-\nabla_{j} \tilde{\phi}_{i}^{e}(x)\right|
$$

By Proposition 3.1 and Lemma A.3, we have

$$
\mathbb{E}\left\{\left|\tilde{q}_{i j}(x)-\tilde{q}_{i j}^{e}(x)\right|^{2}\right\} \lesssim 1_{x=\underline{e}}+|x-\underline{e}|_{*}^{-2 d}
$$

which implies

$$
\left|\mathbb{E}\left\{\tilde{q}_{i j}(0) \tilde{q}_{i j}(x)\right\}\right| \lesssim \sum_{e \in \mathbb{B}} \frac{1}{|\underline{e}|_{*}^{d}} \frac{1}{|x-\underline{e}|_{*}^{d}} \lesssim \frac{\log |x|_{*}}{|x|_{*}^{d}}
$$

where the last inequality comes from Lemma A.6. The proof is complete.
Lemma A. 6 (Estimates on discrete convolutions). For $\alpha, \beta>0$ with $\alpha+\beta>d$, we have

$$
\begin{equation*}
\sum_{y \in \mathbb{Z}^{d}} \frac{1}{|y|_{*}^{\alpha}} \frac{1}{|x-y|_{*}^{\beta}} \leqslant C_{\alpha, \beta} F_{\alpha, \beta}(x) \tag{A.5}
\end{equation*}
$$

for some constant $C_{\alpha, \beta}>0$ and

$$
\begin{equation*}
F_{\alpha, \beta}(x)=\frac{1}{|x|_{*}^{\alpha+\beta-d}} 1_{\alpha \vee \beta<d}+\frac{1}{|x|_{*}^{\alpha \wedge \beta}} 1_{\alpha \vee \beta>d}+\frac{\log |x|_{*}}{|x|_{*}^{\alpha \wedge \beta}} 1_{\alpha \vee \beta=d} . \tag{A.6}
\end{equation*}
$$

Remark A.7. We will usually replace $\frac{\log |x|_{*}}{|x|_{*}^{\alpha \wedge \beta}}$ by $\frac{1}{|x|_{*}^{(\alpha \wedge \beta)-}}$.
Proof. The proof is standard. Since $\alpha+\beta>d$, we only need to consider the region $|x|>100$.

For fixed $x$, let $I_{1}=\{y:|y| \leqslant|x| / 2\}, I_{2}=\{y:|y-x| \leqslant|x| / 2\}$, and $I_{3}=\mathbb{Z}^{d} \backslash\left(I_{1} \cup I_{2}\right)$. We control the sum in each region separately. The proof for each case is similar and we only use the following two facts:

- $|x|_{*} \lesssim|y-x|_{*}$ in $I_{1},|x|_{*} \lesssim|y|_{*}$ in $I_{2}$ and $|y-x|_{*} \sim|y|_{*}$ in $I_{3}$,
- for any $\gamma>0, \sum_{|y| \leqslant|x|}|y|_{*}^{-\gamma} \lesssim|x|_{*}^{d-\gamma} 1_{\gamma<d}+\log |x|_{*} 1_{\gamma=d}+1_{\gamma>d}$.

In $I_{3}$, we have

$$
\sum_{I_{3}} \frac{1}{|y|_{*}^{\alpha}} \frac{1}{|x-y|_{*}^{\beta}} \lesssim \sum_{|y| \geqslant|x| / 2} \frac{1}{|y|_{*}^{\alpha+\beta}} \lesssim \frac{1}{|x|_{*}^{\alpha+\beta-d}} .
$$

If $\alpha \vee \beta<d$, the discussion for $I_{1}$ and $I_{2}$ are the same. Take $I_{1}$ for example, we have

$$
\sum_{I_{1}} \frac{1}{|y|_{*}^{\alpha}} \frac{1}{|x-y|_{*}^{\beta}} \lesssim \frac{1}{|x|_{*}^{\beta}} \sum_{|y| \leqslant|x| / 2} \frac{1}{|y|_{*}^{\alpha}} \lesssim \frac{1}{|x|_{*}^{\alpha+\beta-d}}
$$

If $\alpha \vee \beta>d$, we assume $\alpha \geqslant \beta$, so $\alpha>d$. By similar discussion, in $I_{2}$ we get the estimate

$$
\sum_{I_{2}} \frac{1}{|y|_{*}^{\alpha}} \frac{1}{|x-y|_{*}^{\beta}} \lesssim \frac{1}{|x|_{*}^{\alpha+\beta-d}} 1_{\beta<d}+\frac{\log |x|_{*}}{|x|_{*}^{\alpha}} 1_{\beta=d}+\frac{1}{|x|_{*}^{\alpha}} 1_{\beta>d} .
$$

In $I_{1}$, we have $\sum_{|y| \leqslant|x| / 2}|y|_{*}^{-\alpha}|x-y|_{*}^{-\beta} \lesssim|x|_{*}^{-\beta}$. So an overall bound is given by $|x|_{*}^{-\beta}=|x|_{*}^{-\alpha \wedge \beta}$.

If $\alpha \vee \beta=d$, we assume $\alpha=d$. If $\beta=d$, in both $I_{1}, I_{2}$ we get the bound $|x|_{*}^{-d} \log |x|_{*}$. If $\beta<d$, in $I_{1}$ we get a bound $|x|_{*}^{-\beta} \log |x|_{*}$ and in $I_{2}$ we get the bound $|x|_{*}^{d-\alpha-\beta}=|x|_{*}^{-\beta}$. Therefore, an overall bound is $|x|_{*}^{-\beta} \log |x|_{*}=|x|_{*}^{-\alpha \wedge \beta} \log |x|_{*}$.

The proof is complete.
Lemma A.8. Let $x_{1}, \ldots, x_{k} \in \mathbb{Z}^{d}$ be mutually different, and for each $i$, let $\bar{i}$ be such that $\left|x_{\bar{i}}-x_{i}\right|=\min _{j \neq i}\left|x_{j}-x_{i}\right|$. Assume $\alpha_{1}, \ldots, \alpha_{k} \in(0, d)$ and $\alpha_{i}+\alpha_{j}>d$ for $i \neq j$, then

$$
\begin{equation*}
\sum_{y \in \mathbb{Z}^{d}} \prod_{i} \frac{1}{\left|y-x_{i}\right|_{*}^{\alpha_{i}}} \lesssim \sum_{i=1}^{k} \prod_{j \neq i, \bar{i}} \frac{1}{\left|x_{j}-x_{i}\right|_{*}^{\alpha_{j}}} \frac{1}{\left|x_{i}-x_{\bar{i}}\right|_{*}^{\alpha_{i}+\alpha_{\bar{i}}-d}} \tag{A.7}
\end{equation*}
$$

Proof. For each $i$, we define the region $I_{i}=\left\{y:\left|y-x_{i}\right| \leqslant \min _{j}\left|y-x_{j}\right|\right\}$, i.e., the set of points that are closest to $x_{i}$. If $y \in I_{i}$, we have $\left|y-x_{j}\right| \geqslant\left|x_{i}-x_{j}\right| / 2$ for any $j \neq i$. Therefore,

$$
\sum_{y \in I_{i}} \prod_{j} \frac{1}{\left|y-x_{j}\right|_{*}^{\alpha_{j}}} \lesssim \prod_{j \neq i, i} \frac{1}{\bar{i}} \frac{1}{x_{j}-\left.x_{i}\right|_{*} ^{\alpha_{j}}} \sum_{y \in \mathbb{Z}^{d}} \frac{1}{\left|y-x_{i}\right|_{*}^{\alpha_{i}}} \frac{1}{\left|y-x_{\bar{i}}\right|_{*}^{\alpha_{\bar{i}}}} .
$$

Since $\alpha_{i}+\alpha_{\bar{i}}>d$, the sum over $y$ can be bounded using Lemma A.6, e.g., when $\alpha_{i}<d$ for all $i$, we have

$$
\sum_{y \in I_{i}} \prod_{j} \frac{1}{\left|y-x_{j}\right|_{*}^{\alpha_{j}}} \lesssim \prod_{j \neq i, \bar{i}} \frac{1}{\left|x_{j}-x_{i}\right|_{*}^{\alpha_{j}}} \frac{1}{\left|x_{i}-x_{\bar{i}}\right|_{*}^{\alpha_{i}+\alpha_{\bar{i}}-d}}
$$

The proof is complete.
Remark A.9. From the proof of Lemma A.8, we see that the condition $\alpha_{i}+\alpha_{j}>d$ for all $i \neq j$ is not necessary to obtain similar estimates. For example, for each $i$, as long as we can find $j \neq i$ such that $\alpha_{i}+\alpha_{j}>d$, the integral in $I_{i}$ can be controlled by a similar bound.

Recall that the error function $\mathcal{E}$ in Proposition 5.1 is given by

$$
\begin{align*}
\mathcal{E}\left(x_{1}, x_{2}, x_{3}, x_{4}\right) & =\sum_{e \in \mathbb{B}} \sum_{i=1}^{4} \frac{\log \left|\underline{e}-x_{i}\right|_{*}}{\left|\underline{e}-x_{i}\right|_{*}^{d}} \prod_{j=1, j \neq i}^{4} \frac{1}{\left|\underline{e}-x_{j}\right|_{*}^{d-1}}  \tag{A.8}\\
& \lesssim \sum_{v \in \mathbb{Z}^{d}} \sum_{i=1}^{4} \frac{1}{\left|v-x_{i}\right|_{*}^{d-}} \prod_{j=1, j \neq i}^{4} \frac{1}{\left|v-x_{j}\right|_{*}^{d-1}} .
\end{align*}
$$

By using Lemmas A. 6 and A.8, we have the following control on the error function:

Lemma A. 10 (Estimation of $\mathcal{E}(x, y, z, w))$. Let $x, y, z, w \in \mathbb{Z}^{d}$,

- if $x=y=z=w, \mathcal{E}(x, y, z, w) \lesssim 1$.
- if $x=y=z \neq w, \mathcal{E}(x, y, z, w) \lesssim|x-w|_{*}^{1-d}$.
- if $x=y \neq z=w, \mathcal{E}(x, y, z, w) \lesssim|x-w|_{*}^{2-2 d}$.
- if $x=y$ and $y, z, w$ are mutually different, let $S=\{x, z, w\}$,

$$
\mathcal{E}(x, y, z, w) \lesssim \sum_{v \in S} \prod_{u \in S \backslash\{v\}} \frac{1}{|u-v|_{*}^{d-1}} .
$$

- if $x, y, z, w$ are mutually different, let $S=\{x, y, z, w\}$,

$$
\mathcal{E}(x, y, z, w) \lesssim \sum_{v \in S} \prod_{u \in S \backslash\{v\}} \frac{1}{|u-v|_{*}^{(d-1)-}} .
$$

Proof. The proofs of different cases are similar. We only discuss the case when $x, y, z, w$ are mutually different. By (A.8), we consider a term of the form:

$$
\sum_{v \in \mathbb{Z}^{d}} \frac{1}{|v-x|_{*}^{d d}} \frac{1}{|v-y|_{*}^{d-1}} \frac{1}{|v-z|_{*}^{d-1}} \frac{1}{|v-w|_{*}^{d-1}}
$$

Recall that $S=\{x, y, z, w\}$. For $u \in S$, let $I_{u}=\left\{v \in \mathbb{Z}^{d}:|v-u|=\min _{q \in S}|v-q|\right\}$. The proof is the same as in Lemma A.8, so we do not provide all details.

For $I_{x}$, we have

$$
\begin{aligned}
& \sum_{v \in I_{x}} \frac{1}{|v-x|_{*}^{d-}} \frac{1}{|v-y|_{*}^{d-1}} \frac{1}{|v-z|_{*}^{d-1}} \frac{1}{|v-w|_{*}^{d-1}} \\
\lesssim & \frac{1}{|x-z|_{*}^{d-1}} \frac{1}{|x-w|_{*}^{d-1}} \sum_{v \in \mathbb{Z}^{d}} \frac{1}{|v-x|_{*}^{d-}} \frac{1}{|v-y|_{*}^{d-1}} \\
\lesssim & \prod_{u \in S \backslash\{x\}} \frac{1}{|x-u|_{*}^{(d-1)-}} .
\end{aligned}
$$

Note that we replaced $\frac{1}{|x-z|_{*}^{d-1}} \frac{1}{|x-w|_{*}^{d-1}}$ by $\frac{1}{|x-z|_{*}^{(d-1)-}} \frac{1}{|x-w|_{*}^{(d-1)-}}$.
For $I_{y}$, we have

$$
\begin{aligned}
& \sum_{v \in I_{y}} \frac{1}{|v-x|_{*}^{d-}} \frac{1}{|v-y|_{*}^{d-1}} \frac{1}{|v-z|_{*}^{d-1}} \frac{1}{|v-w|_{*}^{d-1}} \\
\lesssim & \frac{1}{|y-z|_{*}^{d-1}} \frac{1}{|y-w|_{*}^{d-1}} \sum_{v \in \mathbb{Z}^{d}} \frac{1}{|v-x|_{*}^{d-}} \frac{1}{|v-y|_{*}^{d-1}} \\
\lesssim & \prod_{u \in S \backslash\{y\}} \frac{1}{|y-u|_{*}^{(d-1)-}} .
\end{aligned}
$$

The sums in $I_{z}, I_{w}$ are discussed in the same way. The proof is complete.
Lemma A.11. For $x \in \mathbb{Z}^{d}, p>0$ and $\varepsilon \in(0,1)$,

$$
\begin{equation*}
\sum_{y \in \mathbb{Z}^{d}} \frac{1}{\left.|x-y|\right|_{*} ^{d-1}} 1_{|y| \Sigma \varepsilon^{-1}} \lesssim \frac{\varepsilon^{-1}}{|\varepsilon x|_{*}^{d-1}}, \tag{A.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{y \in \mathbb{Z}^{d}} \frac{1}{|x-y|_{*}^{d}} \frac{1}{|\varepsilon y|_{*}^{p}} \lesssim \frac{|\log \varepsilon|}{|\varepsilon x|_{\star}^{d \wedge p}} \tag{A.10}
\end{equation*}
$$

We refer to [22, Lemmas 2.2 and 2.3] for a proof.
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