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Abstract. We prove Berry-Esseen theorems for sums Sn =

n−1∑
j=0

fj ◦ Tj−1 ◦ · · · ◦ T1 ◦ T0 where

fj are functions with uniformly bounded “variation” and Tj is a sequence of expanding maps.
Using symbolic representations similar result follow for maps Tj in a small C1 neighborhood of
an Axiom A map and Hölder continuous functions fj . All of our results are already new for a
single map Tj = T and a sequence of different functions (fj).

1. Introduction

1.1. Non-autonomous dynamical systems. A great discovery made in the last century is
that deterministic systems could exhibit random behavior. One of the most notable results in
this direction is the fact that ergodic averages of deterministic systems could satisfy the Central
Limit Theorem (CLT). Since then statistical properties of autonomous hyperbolic dynamical
systems have been studied extensively. However, many systems appearing in nature are time
dependent due to an interaction with the outside world. In the context of dynamical systems
this leads to the study of dynamics formed by a composition of different transformations rather
than a single one. Such systems are often called sequential/time-dependent/non-autonomous
dynamical systems.

Many powerful tools developed for studying autonomous systems are unavailable in non au-
tonomous setting. In particular, the spectral approach developed by Nagaev [71] and extended
to dynamical systems setting by Guivarch and Hardy [41], provides a powerful tool for obtain-
ing asymptotics expansions in limit theorems for dynamical systems. It turns out that complex
Perron Frobenius Theorem proven by Hafouta and Kifer in [46] (building on a previous work of
Rugh [77] and Dubois [34]) provides a convenient tool for asymptotic computations of the char-
acteristic functions in the setting of Markov chains and dynamical systems. This theorem has
already found multiple applications to limit theorems [27, 33, 35, 46, 47, 48, 49, 51]. The goal of
the present paper is to study the rate of convergence in the CLT (aka Berry-Esseen theorems) for
non-autonomous dynamical systems without making any assumptions on the growth of variance
of the underlying partial sum. In a forthcoming work [28] local limit theorems will be considered.

A particular case of a sequential dynamical systems are random dynamical systems. Ergodic
theory of random dynamical systems has attracted a lot of attention in the past decades, see
[58, 65, 22, 3, 25] and [62]. This includes, for instance, the theory of random invariant measures,
entropy theory, thermodynamic formalism, multiplicative ergodic theory and many other classical
topics in ergodic theory. Ergodic aspects of (non-random) sequential dynamical systems were
studied for the first time in [12, 13], see also [4], [24, Sections 1-2] and [14]. We refer to [24,
Section 3] and [48] for examples of expanding maps and to [8, 4, 74] for some examples of
sequential hyperbolic sequences (see also Sections 4, 5 and Appendix C).

Next we discuss statistical properties of random or sequential dynamical systems. Decay of
correlations for random dynamical systems were obtained in [19, 10, 7]. Large deviations were
obtained in [59] and the CLT in [60]. Recently limit theorems for random dynamical systems
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have attracted a lot of attention. For hyperbolic maps in a C3+ε neighborhood of a C3+ε Anosov
map, the CLT was obtained in [32] (see also [6, 23]). Berry-Esseen theorems (see (1.1)) were
obtained in [46, 33, 49, 52]. Concerning statistical properties of non-random expanding sequential
systems, the sharp CLT was obtained in [24] (see also [2, 72]). For hyperbolic systems the CLT

is proven in [8] under the assumption that variance of Sn grows faster than n2/3. Berry-Esseen
theorems in the sequential setup were only obtained in [48] for some classes of maps, under the
assumption that Var(Sn) grows linearly fast in n.

1.2. Our results. In this paper we obtain optimal CLT rates. A classical result due to Berry

and Esseen [18, 37, 38] asserts that for partial sums Sn =
n∑
j=1

Xj of zero mean of uniformly

bounded iid random variables Xj the following optimal uniform CLT rates hold

(1.1) ∆0,n := sup
t∈R
|P(Sn/σn ≤ t)− Φ(t)| = O(σ−1

n ), σn = ‖Sn‖L2

where Φ(t) is the standard normal distribution function. By now the optimal convergence rate
in the CLT was obtained for wide classes of stationary Markov chains [71, 55] and other weakly
dependent random processes including chaotic dynamical systems [76, 41, 55, 44, 56, 57], random
dynamical systems [46, 33, 49] uniformly bounded stationary sufficiently fast φ-mixing sequences
[75], U -statistics [20, 39] and locally dependent random variables [11, 9, 21]. However, in all of
these processes the variance of Sn is of linear order in the number of summands n. To the best
of our knowledge, the only case where optimal rate was obtained without any growth rates on
the variances is for additive functional of uniformly elliptic inhomogeneous Markov chains [27].
In the present paper we obtain optimal CLT rates (in various forms) for Birkhoff sums generated
by a sequence of expanding maps and sufficiently regular functions. This was obtained in [48] for
Hölder continuous functions when Var(Sn) ≥ cn for some c > 0. Here we consider more general
maps and more general functions (e.g. BV). Most importantly we will not assume any kind of
growth rates for Var(Sn).

Our results are applicable to wide classes of expanding transformations including smooth ex-
panding maps, piecewise expanding maps, Markov maps on the interval and sequential subshifts
of finite type. The latter also has applications to additive functionals of finite state uniformly
elliptic inhomogenuous Markov chains, where the main novelty here is that the functionals are
allowed to depend on the entire path of the chain. Our main results also have applications to
sequence of maps in a C1 neighborhood of a given C2-Axiom A map (see Appendix C). In [32]
limit theorems were studied for random dynamical systems in C3+ε neighborhood of a C3+ε

Anosov maps and Birkhoff sums formed by random C2+ε functions. Compared with [32] we
can perturb more general maps in a weaker norm, consider functions which are only Hölder
continuous and treat non-random systems. We would like to emphasize that when starting with
sequential SRB measures the closeness of the maps is only needed here to overcome the difficulty
that the variance of the underlying partial sum Sn does not have to grow linearly fast. We refer
to Remark C.6 for a short discussion on this matter.

What we will actually prove is stronger than uniform rates. In Theorem 3.1(i) we will show
that for every p > 0,

(1.2) ∆p,n := sup
t∈R

(1 + |t|p) |P(Sn/σn ≤ t)− Φ(t)| = O(σ−1
n )

The fact that we can take can positive p allows applications to optimal CLT rates in Lp (see
Theorem 3.1(ii)), to Gaussian expectation estimates (Theorem 3.1(iii)) and to optimal CLT rates
in the Wasserstein distances (Theorem 3.2).
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The proof of (1.2) consists of several ingredients. First, using a general result from [52]
it is enough to verify a logarithmic growth assumption introduced in [27]. This is done in
Proposition 7.1. To prove this proposition we use ideas from [27] together with an appropriate
martingale-coboundary decomposition. This decomposition is needed in order to obtain the
moment estimates in Proposition 3.3, which are proven using the Burkholder inequality and ideas
from [24]. Martingale-coboundary decomposition uses a version of real Ruelle-Perron-Frobenius
(RPF), which is proven in Theorem 2.4. The second tool needed to prove Proposition 7.1 is
an extension of Theorem 2.4 to complex operators (Theorem 7.3). This result generalizes the
complex RPF theorem in [46, 48] and is proven using simpler arguments (see Appendix D) which
result in conditions which are easier to verify.

Our setup includes a reference measure m0 (e.g. Lebesgue or a time 0 Gibbs measure) and a
notion of variation of functions (e.g. variation on [0, 1] or Hölder continuity). Then our result
hold true with respect to any initial measure µ0 which is absolutely continuous with respect to
the reference measure, with bounded density with finite variation. For autonomous systems the
fact that the weak limit is preserved when changing densities is called Eagleson’s theorem [36]
(see also [45, 80]). Eagleson’s theorem concerns the asymptotic behavior, and to show that the
rates are persevered it is reasonable to require that the density is sufficiently regular. In [53]
non-stationary versions of Eagleson’s theorem were discussed. When applied to the setup of this
paper, the results in [53, §3.3.1] show that optimal uniform CLT rates are preserved under a
change of density with bounded variation if the variance of the underlying sum grows linearly
fast in n (under one of the measures). Here we show that the non-uniform optimal rate holds
for all the measures in the above class without any growth assumptions on the variance.

1.3. The layout of the paper. Section 2 describes the classes of maps we consider. Section 3
presents our main results. Sections 4 and 5 are devoted to examples. In the former section we
present specific examples fitting into our abstract framework: expanding and piecewise expanding
maps, subshifts of finite type, etc. In the next section we show that our abstract setting includes
the setups of [24] and [48] as special cases. Section 6 discusses the moment estimates which play
a key role in our analysis. Section 7 is devoted to the analysis of of the characteristic functions
near the origin. This analysis plays a key role in the proof of our main results given in Section
7.3. In a forthcoming work, including [28], we combine the results of Section 7 with the estimates
of the characteristic function away from the origin to get further asymptotic results related to
limit theorems.

The examples in Sections 4 and the proof of the main results rely on many non-autonomous
versions of known results for autonomous dynamical systems. Additionally, we find it more
reader friendly to include a presentation of our results for hyperbolic maps in a separate section.
For these reasons the paper has four appendixes. Appendix A is devoted to mixing properties
of sequential Gibbs measures. It generalizes the fact that for a topologically mixing expanding
system on a compact manifold there is a unique absolutely continuous invariant measure, which
is mixing exponentially fast for Hölder or BV observables. Appendix B concerns extension of
classical results for subshift of finite types to their non-autonomous counterparts, including the
theory of sequential Gibbs measures. Appendix C is about non-autonomous hyperbolic systems
formed by a sequence of maps (Tj) in a small C1-neighborhood of a given Axiom A map. We
show that such systems are sequentially Hölder conjugated to the Axiom A map, which will yield
that all our results hold true for these systems. Lastly, Appendix D contains a short proof of
the complex sequential Ruelle-Perron-Frobenius Theorem following the arguments of [55]. The
assumptions of our Theorem D.2 are easier to verify in specific examples than the assumptions
of the corresponding results in [46, 48].
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2. Preliminaries

2.1. Setup. Our setup here will be a sequential (uniform) version of [19]. Let (Xj ,Bj ,mj)
∞
j=0

be a sequence of probability spaces. For a measurable function h : Xj → C denote ‖h‖p =
‖h‖p,j = ‖h‖Lp(Xj ,Bj ,mj). We suppose that there are notions of variation vj : L1(Xj ,mj)→ [0,∞]
satisfying

(V1) vj(th) = |t|vj(h), for every t ∈ C and h : Xj → C;
(V2) vj(g + h) ≤ vj(g) + vj(h) for every g, h : Xj → C;
(V3) ‖h‖∞ ≤ ‖h‖1 + Cvarvj(h) for some constant Cvar > 0 (independent of j);
(V4) the functions 1 taking the constant value 1 have finite variation and sup

j
vj(1)<∞;

(V5) there is a constant C > 0 such that for all j and f, g : Xj → C we have
vj(fg) ≤ C(‖f‖∞vj(g) + ‖g‖∞vj(f));

(V6) if h is a positive function with bounded variation bounded below by a constant c > 0
then vj(1/h) ≤ C(c, vj(h) + ‖h‖1,j), where C(x, y) is a function on R+ × R+ which is
increasing in both variables x and y;

(V7) the space of bounded functions with bounded variation is dense in C(Xj) (the space of
continuous bounded functions on Xj).

Example 2.1. (1) Xj are metric spaces such that sup
j

diam(Xj) < ∞ and vj is the Hölder

constant corresponding to some exponent α∈(0, 1] independent of j.
(2) Xj are Riemannian manifolds such that sup

j
diam(Xj) <∞ and vj(g) = sup |Dg|.

(3) Xj = [0, 1], mj=Lebesgue and each vj(g) is the usual variation of a function g.

(4) Xj = X is bounded subset of Rd, d > 1 and all mj coincide with the normalized Lebsegue
measure on X. Moreover,

vj(g) = sup
0<ε≤ε0

ε−α
∫
X

Osc(g,Bε(x))dx

for some constants ε0 > 0 and α ∈ (0, 1], where Bε(x) is the ball of radius ε around a point x
and for a set A, Osc(g,A) = sup

x1,x2∈A∩X
|g(x1)− g(x2)|.

Next, given a measurable function h : Xj → C, denote

‖h‖BV = ‖h‖BV,j = ‖h‖1,j + vj(h).

Then ‖ · ‖BV is a complete norm on the space of bounded functions Bj with finite variation.
Note that ‖ · ‖BV,j are equivalent to the norms ‖g‖BV,∞,j = ‖g‖∞,j + vj(g), uniformly in j.

Let Tj : Xj → Xj+1, j ≥ 0 be a sequence of measurable maps, such that

(2.1) sup
j

sup
h:vj+1(h)≤1

vj(h ◦ Tj) <∞.

We also assume that the maps are absolutely continuous, that is, (Tj)∗mj � mj+1. Let Lj denote
the transfer operator of Tj with respect to the measures mj and mj+1. Namely, if κj = ρjdmj for
some ρj ∈ L1(Xj ,mj) then Ljρj : Xj+1 → R is the Radon–Nikodym derivative of the measure
(Tj)∗κj . Then Lj is the unique linear operator satisfying the duality relation:

(2.2)

∫
(f ◦ Tj)gdmj =

∫
f(Ljg)dmj+1

for all bounded measurable functions g on Xj and f on Xj+1. Denote

Lnj = Lj+n−1 ◦ · · · ◦ Lj+1 ◦ Lj .
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We make three assumptions which are sequential versions of the assumptions in [19].

(LY1) sup
j
‖Lj‖BV <∞

(LY2) There are constants ρ ∈ (0, 1), K ≥ 1 and N ∈ N such that for every j and a real function
h ∈ Bj we have

vj+N (LNj h) ≤ ρvj(h) +K‖h‖1.

(SC) For a > 0 let Cj,a = {h ∈ L1(mj) : h ≥ 0, vj(h) ≤ amj(h)}. Then for every a there are
n(a) ≥ 1 and α(a) > 0 such that for all j, n ≥ n(a) and h ∈ Ca,j

ess-inf Lnj h ≥ α(a)mj(h).

Note that (LY) stands for “Lasota Yorke” and (SC) stands for “sequential covering”.
In Section 4 we will verify the above assumptions for particular examples.

Remark 2.2. By iterating (LY2) it follows that there is a constant K0 > 0 such that for all j
and all n ≥ N and a real function h ∈ Bj we have

(2.3) vj+n(Lnj h) ≤ ρ1+n−Nvj(h) +K0‖h‖1.

Lemma 2.3. Under (LY1) and (LY2) we have

sup
j

sup
n
‖Lnj 1‖∞ <∞

where 1 denotes the function taking the constant value 1, regardless of its domain.

Proof. It follows from the remark and (LY1) that sup
j

sup
n
vj+n(Lnj 1) < ∞. Next, by property

(V3) we have ‖Lnj 1‖∞ ≤ ‖Lnj 1‖1 +Cvarvj+n(Lnj 1). To complete the proof of the lemma we note
that by taking f = 1 in (2.2) with Lnj instead of Lj and Tnj instead of Tj and using the positivity

of Lnj we have ‖Lnj 1‖1 = ‖1‖1 = 1. �

Appendix A contains the following result.

Theorem 2.4. Suppose (LY1), (LY2) and (SC).
(i) There is a sequence of positive functions hj which is uniformly bounded in Bj and uniformly

bounded away from 0 with mj(hj) = 1, and constants C > 0, δ ∈ (0, 1) such that for all j ≥ 0
we have Ljhj = hj+1 and for all n ∈ N,

(2.4)
∥∥Lnj (·)−mj(·)hj+n

∥∥
BV
≤ Cδn.

(ii) Let µj := hjdmj . Then (Tj)∗µj = µj+1. Moreover if µ̃j = gjdmj is another sequence
satisfying

(2.5) (Tj)∗µ̃j = µ̃j+1

then lim
n→∞

‖hn−gn‖1 = 0. In fact, if gk ∈ BV for some k then lim
n→∞

‖hn−gn‖BV = 0 exponentially

fast.

Remark 2.5. In general, the measures µj are not unique. That is (2.5) does not imply that

µ̃j = µj for all j. In fact, for every BV density g0 : X0 → R the measures µ̃j = (T j0 )∗(g0dm0) also
satisfy (2.5) but in general they differ from µj (even when Tj does not depend on j). The point

is that the density of µ̃j is gj=Lj0g0. This density satisfies ‖gn−hn‖BV=O(δn) by Theorem 2.4(i).
However gn differs from hn in general since hn corresponds to some possibly other choice of g0.



6 DMITRY DOLGOPYAT AND YEOR HAFOUTA

Remark 2.6. Let g ∈ Bj , f ∈ Bj+n. Then for all j, n we have

mj(g · (f ◦ Tnj )) = mj+n((Lnj g)f).

Plugging (2.4) into the RHS we get |mj(g · f ◦ Tnj )−mj(g)µj+n(f)| ≤ C1‖g‖BV ‖f‖1δn for some
constant C1 > 0. Hence mj+n(f ◦Tnj ) ≈ µj+n(f). In particular if the operators Tj and measures

mj are defined for all j ∈ Z so that the assumpions (LY1), (LY2) and (SC) are valid for all j ∈ Z
then µj(f) = lim

n→∞
mj−n(f ◦ Tnj−n), and so in this case µj is the unique equivariant family of

measures such that sup
j

∥∥∥∥ dµjdmj

∥∥∥∥ <∞.
2.2. Changing the reference measures. It is important to note that once conditions (LY1),
(LY2) and (SC) hold for a given sequence of measures mj , they must hold with a uniformly
equivalent sequence of measures (and hence, all the limit theorems stated in the next section are
valid for initial measures having BV densities with respect to m0). This is the content of the
following result.

Proposition 2.7. Let µj be a sequence of probability measures such that µj = hjdmj , with hj
uniformly bounded and bounded away from the origin and sup

j
vj(hj) <∞.

Then (V1)-(V7) and (LY1), (LY2) and (SC) also hold when we repalce mj by µj .

This proposition will allow us to prove limit theorems with respect to the Lebesgue measures
(i.e. the case mj=Lebesgue), as well as with respect to the unique absolutely continuous (se-
quentially) invariant measures µj or any other sequence of equivalent measures. This is one of
the advantages of the setup presented in this section.

Proof. First, it is clear that there is a constant C1 > 0 such that for every function g : Xj → C,

(2.6) C1‖g‖L1(mj) ≤ ‖g‖L1(µj) ≤ ‖g‖L1(mj).

Consequently, the BV norms induced from both measures are equivalent. Moreover, since the
measures mj and µj are equivalent we have ‖·‖L∞(mj) = ‖·‖L∞(µj). Therefore (V1)-(V7) remain
true if we replace mj with µj .

Next, the transfer operator Lj corresponding to the measures µj and µj+1 is given by

Ljg =
Lj(ghj)
hj+1

.

By (V6), sup
j
vj(1/hj) < ∞. So conditions (LY1) and (LY2) also hold true with Lj instead of

Lj (possibly with different constants).
Finally, notice that the operator Lj is positive. Therefore, if c is a constant such that hj ≥ c > 0

then for every function h ≥ 0,

Lnj (hhj) ≥ cLnj (h), mj+1 a.s.

Now, since ‖1/hj+1‖L∞≥D for some constant D < ∞, we conclude that for every non-negative
function h and all n we have Lnj h ≥ DcLnj h, a.s. Consequently, the validity of condition (SC)
for the operators Lj follows from the corresponding validity for Lj , together with (2.6). �

3. Main results

Let fj : Xj→R, j ≥ 0 be a sequence of measurable functions such that sup
j
‖fj‖BV<∞. Set

Sn(x) =
n−1∑
j=0

fj(T
j
0x) where T jk = Tk+j−1 ◦ · · · ◦ Tk+1 ◦ Tk.
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We consider the sequence of functions Sn : X0 → R as random variables on the probability
space (X0,B0,m0). Our results will be limit theorems for such sequences.

Denote σn =
√

Varm0(Sn) and S̄n = Sn − m0(Sn). Let Fn(t) = Pm0(S̄n/σn ≤ t) be the
distribution function of S̄n/σn, and let

Φ(t) =
1√
2π

∫ t

−∞
e−x

2/2dx

be the standard normal distribution function.
Recall that the (self-normalized) central limit theorem (CLT) means that for every real t

lim
n→∞

Fn(t) = Φ(t).

The CLT in our setup can be proven using martingale coboundary decomposition of §6.2 and
applying an appropriate CLT for martingales (cf. [42, 24]). We refer to §6.2 for a characterization
when σn →∞. In this paper we will not give a separate proof of the CLT since our main results
give not only the CLT but also rate of convergence, in various metrics.

Theorem 3.1. Suppose σn →∞.

(i) (A non-uniform Berry-Esseen theorem). ∀s ≥ 0 there is a constant Cs such that

sup
t∈R

(1 + |t|s) |Fn(t)− Φ(t)| ≤ Csσ−1
n .

(ii) (A Berry-Esseen theorem in Lp). For all p ≥ 1 we have ‖Fn − Φ‖Lp(dx) = O(σ−1
n ).

(iii) For all s ≥ 1 there is a constant Cs such that for every absolutely continuous function

h : R→ R such thatHs(h) :=
∫ |h′(x)|

1+|x|sdx <∞ we have

∣∣∣∣Em0 [h(S̄n/σn)]−
∫
hdΦ

∣∣∣∣ ≤ CsHs(h)σ−1
n .

Next, recall that the p-th Wasserstien distance between two probability measures µ, ν on R
with finite absolute moments of order p is given by

Wp(µ, ν) = inf
(X,Y )∈C(µ,ν)

‖X − Y ‖Lp

where C(µ, ν) is the class of all pairs of random variables (X,Y ) on R2 such that X is distributed
according to µ, and Y is distributed according to ν. Combining our estimates with the main
results in [52] also yields the following result.

Theorem 3.2. [A Berry-Esseen theorem in Wp] For every p we have

Wp(dFn, dΦ) = O(σ−1
n )

where dG is the measure induced by a distribution function G.

A key ingredient in the proof of Theorems 3.1 and 3.2 is the following proposition, which we
believe has its own interest.

Proposition 3.3. For every p≥2 there is a constant C such that for all j≥0 and n∈N,

‖S̄j,nf‖Lp(m0) ≤ C(1 + ‖S̄j,n‖L2).

Moreover, C depends only on p, sup
j
‖fj‖BV , and the constants from assumptions (V1)–(V7),

(LY1), (LY2) and (SC).

4. Examples

Here we exhibit several classes of systems fitting in the abstract setup of Section 2.
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4.1. Piecewise expanding maps on the interval. We takeXj = I = [0, 1] andmj =Lebesgue
for all j. Let vj = v be the usual variation of functions on [0, 1]:

v(g) = sup
n

sup
t0=0<t1<...<tn<tn+1=1

n∑
j=0

|g(tn+1)− g(tn))|.

We suppose that for each j we can write [0, 1] =

dj⋃
k=1

Ij,k where Ij,k, 1 ≤ k ≤ dj are intervals

with disjoint interiors such that sup
j
dj <∞.

We also suppose that for all j and k the restriction Tj,k := Tj |Ij,k is a C2 expanding map so
that sup

j
max

1≤k≤dj
‖T ′′j,k‖∞ <∞ and δ := inf

j
min

1≤k≤dj
inf |T ′j,k| > 1. Moreover, we assume that

inf
j

min
1≤k≤dj

|Ij,k| > 0.

Let Lj be the transfer operator of Tj , namely the operator given by

Ljg(x) =
∑

k:x∈Tj,k(Ij,k)

g(T−1
j,k x)

T ′j(T
−1
j,k x)

.

Then (LY1) holds. A standard argument (see [63]) yields that if N satisfies δN > 2 then there
are constants K ≥ 1 and ρ ∈ (0, 1) such that for all j we have var(Ljg) ≤ ρ var(g)+‖g‖L1 . Thus,
(LY2) holds.

Next, in order to verify (SC) we can assume that for every interval J ⊂ [0, 1] there is n(J) ∈ N
such that for every j we have

(4.1) T
n(J)
j J = [0, 1].

Under the above condition the verification (SC) is carried out similarly to [19, §1.2].
For piecewise expanding maps satisfying the assumptions described above we get all the limit

theorems described in the previous section for sums of the form Sn =

n−1∑
j=0

fj ◦ T j0 considered

as random variables with respect to a measures which is absolutely continuous with respect to
Lebesgue and its density is a BV function. Here, fj must satisfy sup

j
‖fj‖BV <∞.

4.2. High dimensional piecewise expanding maps. Let Xj = X coincide with a single

compact subset of Rk for some k > 1. Let m be the normalized Lebesgue measure on X and let
v be the variation defined in Example 2.1(iv).

We suppose that the maps Tj have the following properties. There are constants d ∈ N,
γ,C, ε > 0 and s ∈ (0, 1) with the following properties. For each j there are disjoint sets

Aj,i, Ãj,i, 1 ≤ i ≤ dj ≤ d and maps Tj,i : Ãj,i → X such that:

(i) The sets Aj,1, ..., Aj,dj are disjoint and m(X \
dj⋃
i=1

Aj,i) = 0. Moreover, Aj,i ⊂ Ãj,i;

(ii) Each Tj,i is a C1+γ function;

(iii) Tj |Aj,i = Tj,i and for all j and i and Bε(Tj,iAj,i) ⊂ Tj,i(Ãj,i), where Bε(A) is the ε-
neighborhood of a set A;
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(iv) For all j and i the function Jj,i = Det(DT−1
j,i ) satisfies that for all x, y ∈ Tj,i(Aj,i),∣∣∣∣Jj,i(y)

Jj,i(x)
− 1

∣∣∣∣ ≤ Cdist(x, y)γ ;

(v) For every x, y ∈ Tj,i(Ãj,i) with dist(x, y) ≤ ε we have dist(T−1
j,i x, T

−1
j,i y) ≤ s · dist(x, y);

(vi) Each ∂Aj,i is co-dimension one embedded compact C1-submanifold and

sγ +
4s

1− s
Z

Γk
Γk−1

< 1

where Γk is the volume of the unit ball in Rk and Z = sup
j

sup
x

∑
i

I(x ∈ Ãi,j).

Under the above assumptions (LY1) and (LY2) with N=1 are satisfied (see [78, Lemma 4.1]).
Next, we also assume that for any open set U there exists n(U) ∈ N such that for all j

(4.2) T
n(U)
j U = X.

Under the above condition the verification (SC) is carried out similarly to [30, Lemma 3].
One example where (4.2) holds are Markov maps. That is, we assume that for each i, j the

image TjAij is a union of some of the sets Aj+1,k. Moreover suppose that the system is uniformly

mixing in the sense that ∃` such that T `jAij = Xj+` = X for each i, j. This condition can be

verified as follows. Consider the adjacency matrix Aj such that Aj(i, k) = 1 if TjAj,i ⊃ Aj+1,k.
Then the uniform mixing assumption means that for each j all entries of Aj+`−1 · · · Aj+1Aj are
positive. Now let U be an open set in Xj = X. Without loss of generality we may assume that
U is an open ball with center x and radius r. Given k let Bj,k(x) denote the set of points y ∈ X
such that Tmj x and Tmj y belong to the same elements of our partition (Aj+m,q)q for all m < k.

By our assumptions diam(Bj,k(x)) ≤ C0s
k for some constant C0 > 0, and so for sufficiently large

k̄ we have Bj,k̄(x) ⊂ U. Accordingly, T k̄j U contains one of elements of our Markov partition and

then T k̄+`
j U = X.

4.3. Covering maps and sequential SFT. Suppose that each Xj is a metric space. Let dj
be the metric on Xj and suppose that diam(Xj) ≤ 1. Let vj = vj,α be the Hölder constant
corresponding to some fixed exponent α ∈ (0, 1].

Assumption 4.1. (Pairing). There are constants ξ ≤ 1 and γ > 1 such that for every two
points x, x′ ∈ Xj+1 with dj+1(x, x′) ≤ ξ we can write

T−1
j {x} = {yi(x) : i ≤ k}, T−1

j (x′) = {yi(x′) : i ≤ k}

where dj(yi(x), yi(x
′)) ≤ γ−1dj+1(x, x′) for all i.

Moreover sup
j

deg(Tj) <∞, where deg(T ) is the largest number of preimgaes that a point x can

have under the map T .

Denote by Bj(x, r) the open ball of radius r around a point x ∈ Xj .

Assumption 4.2. (Covering). There exists n0 ∈ N such that for every j and x ∈ Xj we have

(4.3) Tn0
j (Bj(x, ξ)) = Xj+n0 .

Fix some α ∈ (0, 1] and a sequence of functions φj : Xj → R such that sup
j
‖φj‖α <∞. Here

‖φj‖α = sup |φj |+ vj(φj) and vj(φj) is the Hölder constant of φj corresponding to the exponent
α. Let Lj be the operator which maps a function g : Xj → R to a function Ljg : Xj+1 → R given
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by Ljg(x) =
∑

Tjy=x e
φj(y)g(y). Then (see §5.2) there is a sequence of probability measures νj

on Xj such that (Lj)∗νj+1 = λjνj , where λj > 0 is bounded and bounded away from 0. Then we
can take any measure mj of the form mj = ujdνj with supj ‖uj‖α <∞. This includes the unique
sequence of measures µj which are absolutely continuous with respect to νj and (Tj)∗µj = µj+1

(see §5.2). This setup includes the following more concrete examples.

4.3.1. Smooth expanding maps. Let M be C2 compact connected Riemannian manifold, and let
Xj = M for all j. Let Tj : M →M be C2 endomorphisms of M such that

sup
j
‖DTj‖ <∞ and sup

j
‖(DTj)−1‖ < 1.

Then the arguments in [61, Section 4] (see [61, (4.6)]) yield that Assumption 4.1 is in force with
some ξ > 0. Next, arguing like at the paragraph below [61, (4.19)]) we see that Assumption 4.2
holds if n0 is large enough. Take φj = − ln JTj . Then by [48, Theorem 3.3 and Proposition 3.4]
(see also [61, Theorem 2.2]) we see that the measures νj described after Assumptions 4.2 coincide
with the normalized volume measure on M . Thus, we get all the limit theorems with respect to
any absolutely continuous measure whose density is Hölder continuous.

4.3.2. Subshifts of finite type. Let Aj = {0, 1, ..., dj − 1} with sup
j
dj < ∞. Le A(j) be matrices

of sizes dj × dj+1 with 0-1 entries. We suppose that there exists an M ∈ N such that for every j

the matrix A(j) ·A(j+1) · · ·A(j+M) has positive entries. Define

(4.4) Xj =
{

(xj,k)
∞
k=0 : xj,k ∈ Aj+k, A(j+k)

xj,k,xj,k+1
= 1
}
.

Let Tj : Xj → Xj+1 be the left shift. Consider a metric dj on Xj given by

dj(x, y) = 2− inf{k:xj,k 6=yj,k}.

With this metric the maps Tj satisfy Assumptions 4.1 and 4.2. In order to introduce appropriate
measures m0 note that we can extend the dynamics for negative times by defining Xj for j<0

via appropriate extensions of the sequences (dj) and (A(j)). Note that such extensions are highly
non-unique. Each one of these extensions gives raise to a unique time 0 Gibbs measure µ0

(see Appendix B). Thus, all of our results hold true when starting with any measure which is
absolutely continuous with Hölder continuous density with respect to m0 = µ0.

4.3.3. Two sided SFT. Using the same notations like in the previous section but also considering
negative integers j, we define

(4.5) X̃j =
{

(xj,k)
∞
k=−∞ : xj,k ∈ Aj+k, A(j+k)

xj,k,xj,k+1
= 1
}
.

Let T̃j : X̃j → X̃j+1 be the left shift, and let T̃nj = T̃j+n−1 ◦ · · · ◦ T̃j+1 ◦ T̃j . Consider the metric

d̃j on X̃j given by d̃j(x, y) = 2− inf{|k|:xj,k 6=yj,k}. Let πj : X̃j → Xj be the natural projection.

By Lemma B.2 (proven in Appendix B), given a sequence of functions fj : X̃j → R with

sup
j
‖fj‖α < ∞ there is sequences of functions fj : Xj → R and uj : X̃j → R such that

sup
j
‖fj‖α/2 <∞, u = sup

j
‖uj‖α/2 <∞ and

fj = fj ◦ πj + uj+1 ◦ T̃j − uj .

Therefore, denoting Snf =
n−1∑
j=0

fj ◦ T̃ j0 we have sup
n

sup |Snf− Snf | <∞.
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Next, let γj denote a Gibbs measure of the two sided shift at time j (see Appendix B). Then
µj = (πj)∗γj are also Gibbs measures for one sided subshift and they satisfy the assumptions

of Section 2 (see Appendix B for details). We view Snf as random variables on (X̃0,Borel, γ0).
Then

(4.6) A := sup
n
‖Snf− Snf‖L∞(γ0) <∞.

This is enough to do deduce all of our results for Snf, relying on the corresponding results for
Snf . Indeed, part (ii) of Theorem 3.1 is a direct consequence of part (i). Theorem 3.1(iii) also
follows from Theorem 3.1(i). Indeed, for every random variable W with distribution function F
and a function h satisfying Hs(h) <∞ we have

E[h(W )]− h(∞) = −E
[∫ ∞

W
h′(x)dx

]
= −

∫ ∞
−∞

h′(x)P (W ≤ x)dx = −
∫ ∞
−∞

h′(x)F (x)dx.

To show that Theorem 3.1(i) for Snf implies Theorem 3.1(i) for Snf, let

Fn(t)=P
(
Snf

σn
≤ t
)
, Gn(t) = P

(
Snf

κn
≤ t
)

where κn = ‖Snf‖L2 and σn = ‖Snf‖L2 .

By (4.6) and the triangle inequality, |σn − κn| ≤ A. To complete the proof fix s ≥ 0. Then

Fn(t) ≤ Gn(tσn/κn +A/κn) ≤ Φ(tσn/κn +A/κn) + Cs (1 + |tσn/κn +A/κn|s)−1

≤ Φ(t) + C(1 + |t|)σ−1
n e−ct

2
+ C̃s(1 + |t|s)−1

where in the penultimate inequality we have used that |Φ(x+ ε)−Φ(x)| ≤ Cεe−x2/2 for every x
and ε > 0 and that |tσn/κn +A/κn − t| ≤ C(|t|+ 1)/σn for some constant C > 0. Similarly,

Fn(t) ≥ Gn(tσn/κn −A/κn)) ≥ Φ(t)− C(1 + |t|)σ−1
n e−ct

2 − C̃s(1 + |t|s)−1.

Finally to deduce Theorem 3.2 for Snf from the corresponding result for Snf let us fix some
p ≥ 1. Then by Theorem 3.2, we can couple Snf with a standard normal random variable Z
so that ‖Snf/σn − Z‖Lp ≤ Cσ−1

n . Now by Berkes–Philipp Lemma [17, Lemma A.1], we can
also couple all three random variables Snf , Snf and Z so that (4.6) still holds under the new
probability law.

5. Verification of (LY1), (LY2) and (SC) for some classes of maps

In this section we will show that the conditions in Section 3 are in force for the classes of
expanding maps considered in both [24] and [48].

5.1. Verification of our assumptions in the setup of [24]. The following assumption is
taken form [24].

Assumption 5.1. (i) (Xj ,Bj ,mj) coincide with the same probability space (X,B,m), vj = v
does not depend on j.

(ii) Conditions (LY1) and (LY2) hold with mj = m and vj = v.

(iii) There is a constant δ0 > 0 such that

(5.1) ess-inf Ln01 ≥ δ0

(note that the condition (5.1) is denoted by (Min) in [24]). Here 1 denotes the function taking
the constant value 1 on X.

(iv) There are constants C1 > 0 and δ1 ∈ (0, 1) such that for every h ∈ B with m(h) = 0

(5.2) ‖Lnj ‖BV ≤ C1δ
n
1 .
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Lemma 5.2. Assumption 5.1 implies the covering condition (SC).

Thus, Assumption 5.1 is less general than the combination of (LY1), (LY2) and (SC).

Proof. Since (LY1) and (LY2) hold, Lemma 2.3 implies that C=sup
k
‖Lk01‖∞∈(0,∞). Hence

using the positivity of the operators Lk we see that m-a.s. we have

δ0 ≤ Lj+n0 1 = Lnj (Lj01) ≤ CLnj 1.

We thus conclude that inf
j

ess-inf Lnj 1 ≥ δ2 = δ0/C.

Next, fix some a and let h ∈ Ca,j where Ca,j comes from the condition (SC). Denote ‖·‖ = ‖·‖BV .
Then by (5.2) we have

‖Lnj h−m(h)Lnj 1‖ = ‖Lnj (h−m(h)1)‖ ≤ C1‖h−m(h)1‖δn1 ≤ C2‖h‖δn1 ≤ C3(a)m(h)δn1

for some constant C3(a) which depends only on a (we can take C3(a) = C2(1 + a) because
‖h‖ = v(h) +m(h) ≤ (1 + a)m(h)). Using that Lnj 1 ≥ δ2 > 0 we conclude that

Lnj h ≥ δ2mj(h)− C3(a)m(h)δn1 = (δ2 − C3(a)δn1 )m(h) (m-a.s.).

Let n(a) be the smallest positive integer such that C3(a)δ
n(a)
1 ≤ 1

2δ2. Then for n ≥ n(a) we have

Lnj h ≥
1

2
δ2m(h) (m-a.s.) and so (SC) holds with α(a) = 1

2δ2. �

5.2. Verification of our assumptions in the setup of [48]. Consider maps Tj from §4.3.
We also suppose that we can extend the sequence (Tj)j≥0 to a two sided sequence (Tj)j∈Z with
the same properties. This is possible if there is a map T−1 : X0 → X0 such that the sequence

(T j−1)j≥0 has same paring property and covering assumption like the sequence (Tj)j≥0 (this is
the case when X0 = X1). Indeed, in this case we can define Tj = T−1 for j < 0. The need in a
two sided sequences in this context arises from the lack of a given reference measure m0, as will
be elaborated in what follows.

Fix some Hölder exponent α ∈ (0, 1] and let φj : Xj → R, j ∈ Z be such that sup
j
‖φj‖α <∞.

Let the operator Lj be given by

Ljg(x) =
∑

y:Tjy=x

eφj(y)g(y).

Then as proven1 in [48], there are strictly positive functions h̄j ∈ Bj , probability measures νj on
Xj and numbers λj > 0 such that 0 < inf

j
inf h̄j ≤ sup

j
‖h̄j‖α <∞ and

(5.3)
∥∥Lnj /λj,n − νj ⊗ h̄j+n∥∥α ≤ Cδn, δ ∈ (0, 1)

where λj,n =

j+n−1∏
k=j

λk and (ν ⊗ h) is the linear operator g → ν(g)h. Let

Lj(g) = Lj(gh̄j)/λj h̄j+1

and let mj = µj be the sequential Gibbs measures corresponding to the potentials (φj), that is
µj = h̄jνj . Then Lj is the dual of Tj with respect to µj . Moreover, (Tj)∗µj = µj+1 and Lj1 = 1.

Proposition 5.3. The operators Lj obey conditions (LY1), (LY2) and (SC).

1This requires us to have a two sides sequence.
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Proof. First, the uniform boundedness (LY1) of the operators Lj follows from the properties of
the non-normalized RPF triplets (or from (5.4)). Second, the Lasota–Yorke inequality (LY2)
was obtained in [46, Lemma 5.12.2]. Note that in [46, Lemma 5.12.2] the weak norm ‖ · ‖L1 is
replaced with the (weak) norm ‖ · ‖∞. However, we have ‖g‖∞ ≤ εrv(g) +Cr‖g‖L1 with εr → 0
as r → 0. Using this we have that the Lasota–Yorke inequality with respect to (vj(·), ‖ · ‖L1) is
equivalent to the Lasota–Yorke inequality with respect to (vj(·), ‖ · ‖∞).

Third, in [48] we proved that there are constants C > 0 and δ ∈ (0, 1) such that for all j, n
and a Hölder continuous function h : Xj → R,

(5.4) ‖Lnj h−mj(h)1‖α ≤ Cδn

and so (5.2) holds. Since Lj1=1 we have inf
j,n

inf Lnj 1=δ0=1. Thus we can repeat the arguments

from the previous section verbatim with time dependent v and m and obtain (SC). �

6. Moment estimates

Let Tnj = Tj+n−1 ◦ · · · ◦ Tj+1 ◦ Tj . Consider a sequence of real valued functions fk ∈ Bk, k ≥ 0

such that sup
k
‖fk‖BV <∞. Our goal is to obtain limit theorems for the sequence Sn =

n−1∑
j=0

fj ◦T j0

considered as random variables on the probability space (X,B,m0). It what follows it will be
convenient to consider (fj) as two sided sequence by setting fj = 0 for j < 0.

6.1. The pulled back measures and their transfer operators. Consider the sequence of

measures m̃j = (T j0 )∗m0 on (Xj ,Bj). Then m̃0 = m0 and for all j > 0 and each bounded
measurable function G : Xj → C,

m̃j(G) = m0(G ◦ T j0 ) = mj(G · Lj01).

Remark 6.1. Note that in the case when mj = µj is an equivariant sequence (i.e. (Tj)∗µj =
µj+1) then m̃j = µj .

Let the operator L̃j be the dual of Tj with respect to the measure m̃j and m̃j+1defined by the
duality relation

(6.1)

∫
f · (L̃jg)dm̃j+1 =

∫
(f ◦ Tj) · g · dm̃j

for all functions such that both integrals are well defined. Then L̃j1 = 1 because (Tj)∗m̃j = m̃j+1.
Let

L̃nj = L̃j+n−1 ◦ · · · ◦ L̃j+1 ◦ L̃j .

Proposition 6.2. There are constants C0 > 0, J ∈ N and δ0 ∈ (0, 1) such that for all j ≥ 0 and
n ≥ 1 such that j + n ≥ J we have

‖L̃nj (·)− m̃j(·)1‖BV ≤ C0δ
n
0 .

Proof. Recall that the functions hj in Theorem 2.4 satisfy η := inf
j

ess-inf hj>0. Thus by (2.4)

we see that ess-inf Lnj 1 ≥ η − Cδn. Consequently, if we take δ0 = 1
2η and J ∈ N such that

CδJ ≤ 1
2η we see that ess-inf Lm0 1 ≥ δ0 for all m ≥ J . Next, a direct calculation shows that

L̃nj g =
Lnj (g · Lj01)

Lj+n0 1
. Now the proposition follows from Theorem 2.4, noting that ‖Lm0 1− hm‖BV

decays exponentially fast and using that, due to (V6), sup
j
‖1/hj‖BV <∞. �
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6.2. A martingale coboundary representation.

Lemma 6.3. For every sequence of functions fj ∈ Bj such that sup
j
‖fj‖BV < ∞ there are

functions Mj = Mj(f) ∈ Bj and uj = uj(f) ∈ Bj such that

(6.2) f̃j := fj −m0(fj ◦ T j0 ) = Mj + uj+1 ◦ Tj − uj , j ≥ J.

Moreover, sup
j
‖uj‖BV < ∞ and (Mj ◦ T j0 )j is a reverse martingale difference with respect to

the reverse filtration Aj = (T j0 )−1Bj (on the probability space (X0,B0,m0)). Furthermore,
sup
j
‖uj‖BV is bounded above by a constant which depends only on the constants C and δ from

Theorem 2.4 and on sup
j
‖fj‖BV .

Remark 6.4. Note that by (V8) we also get that sup
j
‖Mj‖BV <∞.

Proof of Lemma 6.3. Define L̃j = 0 for j < 0 and f̃j = 0 for j < J . Set

(6.3) uj =
∞∑
k=1

L̃kj−kf̃j−k =

j∑
k=1

L̃kj−kf̃j−k.

Since m̃s(f̃s) = 0 for all s ≥ 0 by Proposition 6.2, uj ∈ Bj and sup
j
‖uj‖BV < ∞. Set

Mj = f̃j + uj − uj+1 ◦ Tj . It remains to show that Mj ◦ T j0 is indeed a reverse martingale

difference. To prove that we notice that E[Mj ◦ T j0 |Aj+1] = L̃j(Mj) ◦ T j+1
0 . On the other hand,

a direct calculation using (6.3) shows that L̃j(Mj) = 0. �

6.3. On the divergence of the variance. The first step in proving a central limit theorem
is to show that the individual summands are negligible in comparison with the variance of the
sum. In particular, we need to know when the variance is bounded. In this section we prove the
following result.

Theorem 6.5. The following conditions are equivalent.

(1) lim inf
n→∞

Varm0(Sn) <∞.

(2) sup
n∈N

Varm0(Sn) <∞

(3) We can write fj = m0(fj ◦ T j0 ) +Mj + uj+1 ◦ Tj − uj with uj ,Mj ∈ Bj such that Mj ◦ T j0
is a reverse martingale difference on (X0,B0,m0) with respect to the reverse filtration T−j0 Bj ,
sup
j
‖uj‖BV <∞, sup

j
‖Mj‖BV<∞, and

∑
j

Varm0(Mj ◦ T j0 )<∞.

Proof. First, it is enough to prove the theorem when m0(fj ◦ T j0 ) = 0 for all j. In this case, by
Lemma 6.3 we can write

fj = m0(fj ◦ T j0 ) +Mj + uj+1 ◦ Tj − uj = Mj + uj+1 ◦ Tj − uj
with uj and Mj like in (3), except that in general the sum of the variances of Mj might not
converge. Notice now that

(6.4) ‖Sn − SnM‖L2(m0) ≤ ‖Sn − SnM‖L∞(m0) ≤ 2 sup
j
‖uj‖L∞(mj) := U <∞
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where SnM =
n−1∑
j=0

Mj ◦ T j0 .

Now assume (1), and let nk be an increasing sequence such that nk →∞ and σnk
=‖Snk

‖L2≤C
for some constant C > 0. Then by (6.4), ‖Snk

M‖2L2(m0) ≤ (C+U)2 <∞. However, since Mj ◦T j0
is a reverse martingale, we have

nk−1∑
j=0

Varm0(Mj ◦ T j0 ) = ‖Snk
M‖2L2(m0) ≤ (C + U)2.

Now, since Vn := ‖SnM‖2L2 =
n−1∑
j=0

Varm0(Mj ◦T j0 ) is increasing we conclude that the summability

condition in (3) holds. This shows that (1) implies (3).
Next, (2) clearly implies (1). Thus, to complete the proof it is enough to show that (3) implies

(2), but this also follows from (6.4) since the latter yields ‖Sn‖2L2(m0) ≤ (Vn + U)2 <∞. �

6.4. Quadratic variation and moment estimates. Recall that the (unconditioned) qua-

dratic variation difference of the reverse martingale difference Mj ◦ T j0 is given by qj(M) :=

M2
j ◦ T

j
0 . Henceforth we denote Qj = M2

j and let

Sj,n = Sj,nf =

j+n−1∑
k=j

fk ◦ T kj , S̄j,n = Sj,n − m̃j(Sj,n) = Sj,n −m0(Sj,n ◦ T j0 ).

Sj,nM and Sj,nQ are defined similarly.

Proposition 6.6. There is a constant C which depends only on the constants from Theorem
2.4 and on sup

j
‖fj‖BV such that for all j ≥ J (where J comes from Proposition 6.2) we have

Varm0(Sj,nQ) ≤ C(1 + Var(Sj,nf)).

Proof. First, to simplify the notation let us assume that j = J = 0. Denote

gj = Qj − m̃j(Qj) = Qj − m̃0(Qj ◦ T j0 )

and Sng =

n−1∑
j=0

gj ◦ T j0 . The argument below is similar to the first part of the proof of [24,

Theorem 4.1], but we provide the details to make our paper self contained. By Proposition 6.2
(using that m̃0 = m0) we have

Em0 [(Sng)2] ≤ 2
∑

0≤`<n

∑
0≤k≤`

∣∣∣m̃0

(
(gk ◦ T k0 ) · (g` ◦ T `0)

)∣∣∣ = 2
∑

0≤`<n

∑
0≤k≤`

∣∣∣m̃k(gk · L̃`−kk g`)
∣∣∣

≤ C0

∑
0≤`<n

∑
0≤k≤`

m̃k(|gk|)‖g`‖BV δ`−k0 = C0

∑
0≤k≤n

m̃k(|gk|)

 ∑
k≤`<n

‖g`‖BV δ`−k0


≤ c0

∑
0≤k≤n

m̃k(|gk|) = c0

∑
0≤k≤n

m0(|gk ◦ T k0 |) ≤ 2c0

∑
0≤k≤n

m0(Qk ◦ T k0 )

for some constant c0 (the first inequality of the last line uses that sup
j
‖gj‖BV <∞). Here L̃j are

the transfer operators defined by (6.1). Observe that m0(Qk ◦T k0 )=m0((Mk ◦T k0 )2) and, because
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of the orthogonality property,
∑

0≤k<n
m0((Mk ◦T k0 )2) = Varm0(SnM). Now the result follows from

(6.4). �

Proof of Proposition 3.3. It is enough to prove the theorem for j ≥ J , since to get the result for
0 ≤ j < J we can just take C large enough.

To simply the notation, we will only prove the theorem when j = J = 0, the proof when
j ≥ J > 0 is similar.

Notice that it is enough to prove the claim for p = 2m for all m. Moreover, by replacing fj
with fj − µ0(fj ◦ T j0 ) we can and will assume that µ0(Sn) = 0 for all n.

We use induction on m. For m = 1 the result is trivial. Suppose that the statement is true
for some m ≥ 1. In order to estimate ‖Snf‖2m+1 we first use that2

‖Snf‖2m+1 ≤ C + ‖SnM‖2m+1

for some constant C which depends only on the constants C and δ from Theorem 2.4 and on
‖f‖ := sup

j
‖fj‖BV since ‖Snf − SnM‖L∞ is bounded in n. So it suffices to show that

(6.5) ‖SnM‖2m+1 ≤ C(1 + ‖Snf‖2)

for an appropriate constant C.
(6.5) follows from a version of Burkholder’s inequality for martingales (see [69, Theorem 2.12]).

Let d1, ...., dn be a martingale difference with respect to a filtration (Fj)nj=1 on a probability space.

Let Dn = d1 + d2 + ...+ dn and En = d2
1 + d2

2 + ...+ d2
n. Then, for every p ≥ 2 there are constants

cp, Cp > 0 depending only on p such that

(6.6) cp‖En‖1/2p/2 ≤ ‖Dn‖p ≤ Cp‖En‖1/2p/2.

Applying (6.6) with the (reverse) martingale difference Mj ◦ T j0 we see that

(6.7) ‖SnM‖2m+1 ≤ am‖SnQ‖1/22m

where SnQ = S0,nQ and am depends only on m. Applying the induction hypothesis with the

sequence of functions Q̃j = Qj −m0(Qj ◦ T j0 ) we see that there is a constant Rm > 0 depending
only of m and the constants in the formulation of Proposition 3.3 such that

‖SnQ̃‖2m ≤ Rm(1 + ‖SnQ̃‖2).

Since E[SnQ] = Var(SnM), Proposition 6.6 gives

‖SnQ‖2m ≤ ‖SnQ̃‖2m + E[SnQ] ≤ Rm (1 + C(1 + Var(Snf))) + Var(SnM)

≤ R′m(1 + Var(Snf)) + Var(SnM)

for some other constant R′m. Using that sup
n
‖Snf−SnM‖L∞ <∞ we see that there is a constant

C > 0 such that Var(SnM)≤C(1 + Var(Snf)) . Thus, there is a constant R′′m > 0 such that

‖SnQ̃‖2m ≤ R′′m(1 + Var(Snf)).

Now (6.5) follows from (6.7), completing the proof of the proposition. �

2Where SnM =

n−1∑
j=0

Mj ◦ T j
0 , Mj = Mj(f).
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7. Logarithmic growth conditions

In this section we prove the following result.

Proposition 7.1. Let fj : Xj → R be a sequence of functions such that sup
j
‖fj‖BV <∞ and

m̃j(fj) = 0. Suppose σ2
n = Varm0(Sn)→∞. Let Λn(t) = lnm0(eitSnf/σn). Then for every k ≥ 3

there are constants δk > 0 and Ck > 0 such that

sup
t∈[−δkσn,δkσn]

|Λ(k)
n (t)| ≤ Ckσ−(k−2)

n

where Λ
(k)
n is the k-th derivative of the function Λn.

The proof uses the complex Ruelle-Perron-Frobinuous theorem, see Theorem 7.3 below.

7.1. Sequential complex RPF theorem. Take a sequence of real valued functions fj ∈ Bj
and ‖f‖ = sup

j
‖fj‖BV <∞. Consider the operators Lj,z(h)=Lj(hezfj ) (where z ∈ C). We need

the following result.

Lemma 7.2. (i) sup
j
‖Lj,z‖BV ≤ C(z) for some continuous function C(z) (of exponential order

in |z|).
(ii) The map z→Lj,z is analytic and its k-order derivatives Lj,t,k satisfy sup

j
‖Lj,t,k‖BV ≤ Ck(z)

for some continuous function Ck(·) (of exponential order in |z|).

Proof. Since ‖ezfj‖BV ≤
∑
k

|z|k‖fkj ‖BV
k!

and by (V5), ‖fkj ‖BV ≤ Ck‖fj‖kBV for some constant

C, we get sup
j
‖ezfj‖BV ≤ ec|z| for some constant c > 0.

The analyticity of the operators follows from the analytiticty of the map z → ezfj , and the
estimate on the norms of the derivatives is obtained similarly to part (i). �

The following result is a consequence of the more general perturbation theorem (Theorem D.2
in Appendix D).

Theorem 7.3. There is a constant r0 > 0 such that for every complex number with |z| ≤ r0 there

are sequences λ(z) = (λj(z)), λj(z) ∈ C \ {0}, h(z) = (h
(z)
j ), h

(z)
j ∈ Bj , m(z) = (m

(z)
j ),m

(z)
j ∈ B∗j

with the following properties.

(i) The maps z → λj(z), z → h
(z)
j and z → m

(z)
j are analytic in z and their norms3 are

bounded uniformly in j.

(ii) We have λj(0) = 1, m
(0)
j = mj , h

(0)
j = hj , m

(z)
j (1) = m

(z)
j (h

(z)
j ) = 1 and

Lj,zh(z)
j = λj(z)h

(z)
j+1, (Lj,z)∗m(z)

j+1 = λj(z)m
(z)
j .

(iii) There are δ3 ∈ (0, 1) and C3 > 0 such that∥∥∥Lnj,z − λj,n(z)m
(z)
j (·)h(z)

j+n

∥∥∥ ≤ C3δ
n
3

where Lnj,z = Lj+n−1,z ◦ · · · ◦ Lj+1,z ◦ Lj,z and λj,n(z) = λj+n−1(z) · · ·λj+1(z)λj(z).

3Here if γ is a map from {|z| ≤ r0} to a Banach space we take ‖γ‖ = sup
|z|≤r0

‖γ(z)‖.
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7.2. Proof of Proposition 7.1. Let λj(z) be like in Theorem 7.3, and let Πj(z) be an analytic
branch of lnλj(z) so that Πj(0) = 1.

Lemma 7.4. There are ε0 > 0 and A0 > 0 such that for every complex number z with |z| ≤ ε0

and all j, n with j + n ≥ J we have∣∣∣∣∣∣lnEm0 [ez(Sn+jf−Sjf)]−
j+n−1∑
k=j

Πj(z)

∣∣∣∣∣∣ ≤ A0.

Proof. Since m0 = m̃0 we have Em0 [ez(Sn+jf−Sjf)] = m̃j+n(L̃nj,z1) where

(7.1) L̃nj,z(g) = L̃nj (ezSj,nfg) =
Lnj,z(gL

j
01)

Lj+n0 1
.

Using Theorem 7.3(iii), and the facts that mj(Lj01)=1, essinf(Lj+n0 1)≥c0>0 and sup
k
‖Lk0‖BV <∞

we get

m̃j+n(L̃nj,z1) = λj,n(z)Uj,n(z) +O(δn3 ).

where δ3 ∈ (0, 1) and Uj,n(z) = m
(z)
j (Lj01)m̃j+n(Hj+n,z), Hj+n,z =

h
(z)
j+n

Lj+n0 1
. Next the function

G(z) = m̃j+n(L̃nj,z1)−λj,n(z)Uj,n(z) is analytic. Since m̃j+n(L̃nj,01) = λj,n(0)Uj,n(0) = 1 we have

G(0)=0. Applying the maximal modulus principle to the function G(z)
z we get

m̃j+n(L̃nj,z1) = λj,n(z)Uj,n(z) + zO(δn3 )

namely, the error term is O (zδn3 ) and not only O(δn3 ). Next

m̃j+n(Hj+n,z) = mj+n(Hj+n,zLj+n0 1) = mj+n(h
(z)
j+n).

Since λj(0) = 1 and λj(z) are uniformly bounded and analytic in z, we can write the above in
the following form

m̃j+n(L̃nj,z1) = λj,n(z) (Uj,n(z) + zO(δn4 )) , δ4 ∈ (0, 1).

The functions Uj,n(z) are analytic, uniformly bounded in z and they take the value one at z = 0.
Thus, we can take the logarithm of both sides to conclude that, if |z| is small enough then

lnEm0 [ez(Sn+jf−Sjf)] = lnλj,n(z) + Vj,n(z)

where Vj,n(z) = lnUj,n(z) = ln(1 +O(z) + zO(δn4 )) = O(1). �

Using the Cauchy integral formula we derive the following result.

Corollary 7.5. Let Λ̃j,n(z) = lnEm0 [ez(Sj+nf−Sjf)]. Then there exists ε > 0 such that for every
s ≥ 1 there is a constant Cs > 0 such that for every complex z with |z| ≤ ε and all j, n with
j + n ≥ J we have

(7.2)

∣∣∣∣∣∣Λ̃(s)
j,n(z)−

j+n−1∑
k=j

Π
(s)
k (z)

∣∣∣∣∣∣ ≤ Cs
where g(s) denotes the s-th derivative of a function g.

Remark 7.6. Clearly, (7.2) also holds when j + n < J since then the number of summands is
uniformly bounded.
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Set

(7.3) Πj,n(z) =

j+n−1∑
k=j

Πk(z).

Lemma 7.7. Let B be a constant and let k ≥ 2. Then if B is sufficiently large there are
constants D and r0 depending only on B and k so that for every t ∈ [−r0, r0] and each j, n such
that B ≤ Var(Sj+nf − Sjf) ≤ 2B we have

|Π(k)
j,n(it)| ≤ D.

Proof. Applying [27, Lemma 43] with S = Sj+nf − Sjf we see that there is r = r(B) such that
if t ∈ [−r, r] then

|Λ̃(k)
j,n(it)| ≤ DkEm0 [|S|k]

for some constant Dk which depends only on k. Using also Corollary 7.5 we derive that

|Π(k)
j,n(it)| ≤ DkEm0 [|S|k].

Next, by Proposition 3.3 we have Em0 [|S|k] ≤ C(k,B). These estimates prove the lemma. �

Proof of Proposition 7.1. Fix some k ≥ 3. Since σn = ‖Sn‖L2(m0) → ∞, using the martin-
gale coboundary representation from Lemma 6.3, given B > 0 large enough we can decompose
{0, ..., n−1} into a disjoint union of intervals I1, ..., Ikn in Z so that Ij is to the left of Ij+1 and

(7.4) B ≤ Varm0(SIj ) ≤ 2B

where SI =
∑
j∈I

fj ◦ T j0 for every interval I. Now, by Lemma 6.3 there is a constant4 A > 0

independent of B such that

∣∣∣∣∣∣‖Snf‖L2 −

(
n−1∑
k=J

varm0(Mk ◦ T k0 )

)1/2
∣∣∣∣∣∣ ≤ A and for each j > J we

have

∣∣∣∣∣∣∣‖SIj‖L2 −

∑
k∈Ij

varm0(Mk ◦ T k0 )

1/2
∣∣∣∣∣∣∣ ≤ A.

Hence, if we also assume that B > (4A)2 then it follows that

(7.5) C1 ≤ kn/σ2
n ≤ C2

for some constants C1, C2 > 0 which depend only on B. Next, let ΠI(z) =
∑
k∈I

Πk(z). Then by

Lemma 7.7 there are constants rk > 0 and Dk such that sup
j

sup
t∈[−rk,rk]

∣∣∣Π(k)
Ij

(it)
∣∣∣ ≤ Dk. Hence,

(7.6) sup
t∈[−rk,rk]

∣∣∣Π(k)
0,n(it)

∣∣∣ ≤ Dkkn ≤ C2Dkσ
2
n.

Combining this with Corollary 7.5 and taking into account that σn →∞ we see that

sup
t∈[−rk,rk]

∣∣∣Λ̃(k)
n (it)

∣∣∣ ≤ D̃kσ
2
n

for some constant D̃k, and the proof of the proposition is complete. �

4We can take A = 2 sup
j
‖uj‖L∞ , where uj are the coboundaries from (6.2) .
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7.3. Proof of Theorems 3.1 and 3.2. Let Λn(t) = m0(eitSn/σn). Applying Theorems 5 and 9,
and Corollary 11 from [52] to Wn = Sn/σn, we see that in order to prove Theorems 3.1 and 3.2
it is enough to show that for every u ≥ 3 there are constants δu, Cu > 0 such that the function
Λn(t) is well defined, differentiable u times on [−δuσn, δuσn] and sup

|t|≤σnδu
|Λ(u)
n (t)|≤Cuσ−(u−2)

n .

However, this is exactly Proposition 7.1.

Appendix A. Proof of Theorem 2.4

A.1. Proof of Theorem 2.4(i). Let ε0 > 0 be such that η := ρ + ε0 < 1 and let a > 0 be a
constant such that aε0 > K0, where ρ and K0 come from (2.3). Then it follows from (2.3) that
for every n ≥ N and all j ≥ 0 we have

Lnj Cj,a ⊂ Cj+n,aρ1+N−n+K0
⊂ Cj+n,ηa.

Given C > 0 consider the cone

Kj(C) = {g ∈ Bj , g > 0, esssup g ≤ C essinf g}

where the essential supremum and infimum are with respect to mj . Denote by dj the projective
Hilbert metric associated with the cone Cj,a (see [16, 66]). Then by [19, (1.1)] the projective
diameter of Kj(C) ∩ Cj,ηa inside Cj,a does not exceed a constant R = R(a, η, V, C) which de-
pends only on a, η, C and V := sup

j
vj(1). Next, combining (V3), (SC), (2.3) and the relation

(Lnj )∗mj+n = mj , we see that there are constants M ≥ N and C (depending on a but not on j)
such that for every j and n ≥M we have

Lnj Cj,a ⊂ Kj+n(C).

We conclude that for every j and n ≥ M the projective diameter of Lnj Cj,a inside Cj+n,a does
not exceed R.

The next step of the proof is the following result.

Lemma A.1. (a) There is a constant A > 0 such that for every a, j and h ∈ Cj,a,

‖h‖ ≤ Amj(h)

(b) If a > V then there is a constant r0 > 0 such that every real valued g ∈ Bj can be written
in the form g = g1 − g2 where gi ∈ Cj,a and ‖g1‖+ ‖g2‖ ≤ r0‖g‖.

Proof. To prove (a) we note that if h ∈ Cj,a then ‖h‖ = mj(h) + vj(h) ≤ (1 + a)mj(h) so we can
take A = 1 + a.

In order to prove (b), given g ∈ Bj we take C0 = C0(g) = ‖g‖∞+ 1+a
a−V ‖g‖BV . It is immediate

to check that g+C0 ∈ Cj,a. Since C0 ≤ C‖g‖BV for some constant C which does not depend on
j we have g = (g + C0)− C0 and, with ‖ · ‖ = ‖ · ‖BV ,

‖g + C0‖+ ‖C0‖ ≤ ‖g‖+ 2‖C0‖ ≤ ‖g‖(1 + 2C0 + 2C0V ) ≤ r‖g‖

for some constant r = r(a, V, C). Thus we can take g1 = (g + C0) and g2 = C0 (the constant
function). Note that g2 ∈ Cj,a since a > V . �

Based on Lemma A.1, the proof of proof of Theorem 2.4(ii) is completed like in [46, Chapters
4 and 5]. In fact, here the situation is much simpler, and for readers’ convenience we provide the
details. First, by taking f = 1 in (2.2) and letting g vary we see that (Lnj )∗mj+n = mj for all j
and n. Next, fix some a large enough and take two sequences of functions gn, fn ∈ Cn,a. Denote
Gj,n = Lnj gj and Fj,n = Lnj fj . Then, since the projective diameter of the image of LskCa,k inside
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Ca,k+s does not exceed R if s ≥M , we see by [66, Theorem 1.1] that for every j and n ≥M we
have

dj(Fj,n, Gj,n) ≤ (c(R))[(n−1)/M ]

where c(R) = tanh(R/4) ∈ (0, 1).
For a positive function g, define the normalized iterates by

L̄nj g =
Lnj g

mj+n(Lnj g)
=
Lnj g
mj(g)

.

Then by [46, Theorem A.2.3] and Lemma A.1(1) we have

(A.1)
∥∥L̄nj fj − L̄nj gj∥∥BV ≤ 1

2
A(c(R))[(n−1)/M ].

Next, fix some function h0 ∈ Ca,0 such that m0(h0) = 1 and for j > 0 define hj = Lj0hj . Then
hj+1 = Ljhj and mj(hj) = 1 for all j ≥ 0. Therefore,

(A.2) L̄nj hj = hj+n

for all j ≥ 0 and n > 0. Moreover, hj ∈ Ca,j (due to the equivariance of the cones). By taking
gj = hj in (A.1) and using (A.2) we see that∥∥L̄nj fj − hj+n∥∥BV ≤ 1

2
A(c(R))[(n−1)/M ].

Multiplying by mj(fj) we get that, with δ = (c(R))1/M , for all f ∈ Ca,j we have

‖Lnj (f)−mj(f)hj+n‖ ≤ mj(f)Bδn

where B is some constant. Using Lemma A.1(b) we obtain (2.4) with C = 2r0B. �

A.2. Proof of Theorem 2.4(ii). To see why (Tj)∗µj = µj+1, take a measurable function
g : Xj → R and write

[(Tj)∗µj ] (g) = µj(g ◦ Tj) = mj(hjg ◦ Tj) = mj+1((Ljhj) · g) = mj+1(hj+1g) = µj+1(g).

To prove asymptotic uniqueness of µj , let µ̃j=gjdmj be another sequence of probability measures
such that (Tj)∗µ̃j = µ̃j+1. We show that lim

j→∞
‖hj−gj‖1=0. We claim that

(A.3) Ljgj = gj+1, mj+1 − a.e.

Indeed given a function f : Xj+1 → R we have

mj+1((Ljgj)f) = mj(gj(f ◦ Tj)) = µ̃j(f ◦ Tj) = µ̃j+1(f) = mj+1(gj+1f)

proving (A.3). Iterating (A.3) we see that gn = Ln0g0, mn-a.e. Next, let ε > 0 and let q0 : X0 → R
be a BV function such that ‖q0− g0‖1 < ε. Normalizing q0 if needed we can always assume that
m0(q0) = 1. By Theorem 2.4(i) we see that

‖Ln0q0 − hn‖BV ≤ C‖q0‖BV δn → 0, as n→∞.

On the other hand,

‖Ln0q0 − gn‖1 = ‖Ln0q0 − Ln0g0‖1 ≤ ‖Ln0 (|q0 − g0|)‖1 = ‖g0 − d0‖ < ε.

Therefore, by taking n large enough we get that ‖hn−gn‖1 < ε, and the proof of Theorem 2.4(ii)
is complete. �
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Appendix B. Gibbs measures for SFT.

In this section we denote by Tj : Xj → Xj+1, a one sided topologically mixing sequential

subshift of finite type and by T̃j : X̃j → X̃j+1, j ∈ Z the corresponding two sided shift. For a
point (xj , xj+1, ...) ∈ Xj and m ∈ N let

[xj , xj+1, ..., xj+m−1] =
{

(x′j+k)k≥0 ∈ Xj : x′j+k = xj+k, ∀k < m
}

be the corresponding cylinder of length m. Cylinders in X̃j are denoted similarly.

Remark B.1. The reason we consider here negative indexes j is to provide a complete theory
which includes uniqueness of Gibbs measures (see Section B.2) and relations with two sided shift
via a non-stationary version of Sinai’s lemma (see Lemma B.2). If we begin with a one sided
shift then there are many Gibbs measures corresponding to a given sequence of potentials, each
of which corresponds to an extension of the shift to negative indexes and an extension of the
sequence of potentials to a two sided sequence. Considering negative indexes j also allows us to
uniquely define two sided shifts which have applications to non-autonomous hyperbolic systems
(see Appendix C).

B.1. A sequential Sinai’s Lemma. Let πj : X̃j → Xj be given by

πj((xj+k)k∈Z) = (xj+k)k≥0.

Lemma B.2. Fix some α ∈ (0, 1] and let ψj : X̃j → R be uniformly Hölder continuous with

exponent α. Then there are uniformly Hölder continuous functions uj : X̃j → R with exponent
α/2 and φj : Xj → R such that

ψj = uj − uj+1 ◦ T̃j + φj ◦ πj .
Moreover if ‖ψj‖α → 0 then ‖uj‖α/2 → 0.

Proof. The proof is a modification of the proof of [15, Lemma 1.6]. For each j and t take a point

a(j,t) = (a
(j,t)
j+k)k ∈ X̃j such that a

(j,t)
j = t. For y = (yj+k)k ∈ X̃j define

rj(y) = (y∗j+k)k∈Z ∈ X̃j

where y∗j+k = yj+k if k ≥ 0 and y∗j+k = a
(j,yj)
j+k if k ≤ 0. Let

(B.1) uj(y) =
∞∑
k=0

(
ψj+k(T̃

k
j y)− ψj+k(T̃ kj rj(y))

)
.

To see that the RHS of (B.1) converges note that since y and rj(y) have the same values at the
coordinates indexed by j+k for k≥0 (i.e. with indexes to the right of j) we have

(B.2) |ψj+k(T̃ kj y)− ψj+k(T̃ kj rj(y))| ≤ vα(ψj+k)2
−αk

and so sup |uj | ≤
∞∑
k=0

vα(ψj+k)2
−αk. Thus, sup

j
sup
X̃j

|uj | < ∞. Moreover, if vα(ψj) → 0 then

sup
X̃j

|uj | → 0.

Next, we claim that the function ψj − uj + uj+1 ◦ T̃j depends only on the coordinates indexes
by j + k for k ≥ 0 (so it has the form φj ◦ πj). Indeed,

uj − uj+1 ◦ T̃j = ψj +
∞∑
k=0

(
T̃j+k ◦ T̃ kj ◦ rj − ψj+k+1 ◦ T̃ kj+1 ◦ rj+1 ◦ T̃j

)
.
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Note the the sum on the above right hand side depends only on the coordinates indexed by j+k
for k ≥ 0, and the claim follows.

In view of the above, in order to complete the proof of the lemma it is enough to obtain
appropriate bounds on the Hölder constants of the functions uj (corresponding to the exponent

α/2). For that end, let y and y′ in X̃j be such that yj+k = y′j+k for every |k| ≤ n for some n > 0.

Using (B.2) we have

|uj(y)− uj(y′)| ≤
[n/2]∑
k=0

∣∣∣ψj+k(T̃ kj y)− ψj+k(T̃ kj y′)
∣∣∣+

[n/2]∑
k=0

∣∣∣ψj+k(T̃ kj rj(y))− ψj+k(T̃ kj rj(y′))
∣∣∣

+2
∑

k>[n/2]

vα(ψj+k)2
−αk := I1 + I2 + I3.

To show that uj is Hölder continuous with exponent α/2 (uniformly in j) we use that∣∣∣ψj+k(T̃ kj y)− ψj+k(T̃ kj y′)
∣∣∣ ≤ sup

s
vα(ψs)2

−(n−k)α

and similarly with rj(y) and rj(y
′) instead of y and y′, respectively. So I1 + I2 ≤ C2−nα/2.

Moreover, we note that I3 ≤ C2−nα/2.

Next, if ‖ψj‖α → 0 then I1 + I2 ≤
[n/2]∑
k=0

vα(ψj+k)2
−(n−k)α ≤ εj2

−nα/2 with εj → 0. Similarly,

I3 ≤ εj2nα/2 for εj with the same properties. �

B.2. Sequential Gibbs measures for one sided shifts.

Definition B.3. Let φj : Xj → R be a sequences of functions such that sup
j
‖φj‖α <∞ for some

α ∈ (0, 1]. We say that a sequence of probability measures µj on Xj is a sequential Gibbs family
for (φj) if:

(i) For all j we have (Tj)∗µj = µj+1

(ii) There is a constant C > 1 and a sequence of positive numbers (λj) such that for all j,
every point (xj+k)k in Xj and every r > 0 we have

C−1eSj,rφ(x)/λj,r ≤ γj([xj , ..., xj+r−1]) ≤ CeSj,rφ(x)/λj,r

where Sj,rφ(x) =

r−1∑
s=0

φj+s(T
s
j x) and λj,r =

j+r−1∏
k=j

λk.

We say that two sequences (αj) and (βj) of positive numbers are equivalent if there is a
sequence (ζj) of positive numbers which is bounded and bounded away from 0 such that for all
j we have αj = ζjβj/ζj+1.

We need the following simple result.

Lemma B.4. Two positive sequences (αj) and (βj) are equivalent if and only if there is a

constant C > 0 such that for all j and n we have C ≤ αj,n/βj,n ≤ C−1.

Proof. It is clear that there exists such a constant C if (αj) and (βj) are equivalent. On other
hand, suppose that such a constant exists. Then, for j ≥ 0 define ζj = β0,j/α0,j . Clearly,
αj/βj = ζj/ζj+1. For j < 0 we define similarly ζj = αj+1,|j|/βj+1,|j|. �
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Theorem B.5. For every sequence of functions φj : Xj → R such that sup
j
‖φj‖α <∞ for some

α ∈ (0, 1] there exists unique Gibbs measures µj . Moreover the sequence (λj) is unique up to
equivalence.

We will see below that the measures µj can be expressed in terms of the strong limits of
the normalized operators Lnj associated with the sequence (φj) defined in (B.4). The rate of

convergence is exponential, see (B.5) below.

Proof. Existence of µj was proven in [48]. Let us recall the main arguments. First, we define the
operator Lj which maps a function g : Xj → R to a function Ljg : Xj+1 → R given by

Ljg(x) =
∑
Tjy=x

eφj(y)g(y).

Then, in [48] it was shown that there is a positive sequence (λj) which is bounded and bounded
away from the origin, a sequence of positive functions hj with uniformly bounded Hölder norms
(corresponding to the same exponent α of φj), which are also uniformly bounded below by a
positive constant, and a sequence of probability measures νj on Xj such that νj(hj)=1 and for
all j, n and a Hölder continuous function g on Xj ,

(B.3) ‖(λj,n)−1Lnj g − νj(g)hj+n‖α ≤ C0‖g‖αδn

for some constants C > 0 and δ ∈ (0, 1) which do not depend on j, n and g. Here

Lnj = Lj+n−1 ◦ · · · ◦ Lj+1 ◦ Lj .
Then the Gibbs measures constructed in [48] are given by µj = hjdνj . Moreover, the operator
Lj given by

(B.4) Ljg(x) =
Lj(ghj)

λjhj+1

is the dual of the Koopman operator corresponding to Tj with respect to µj and µj+1 and
(because of (B.3)),

(B.5) ‖Lnj g − µj(g)1‖α ≤ C‖g‖αδn

for some C > 0. In the derivation of (B.5) we used that sup
j
‖1/hj‖α <∞.

Now, let us suppose that there is another Gibbs measure µ̃j associated with a sequence λ̃j .
Namely, (Tj)∗µ̃j = µ̃j+1 and for every point x ∈ Xj ,

(C̃)−1eSj,rφ(x)/λ̃j,r ≤ µ̃j([xj , xj+1, ..., xj+r−1]]) ≤ C̃eSj,rφ(x)/λ̃j,r

for some constant C̃ > 0. Let us first show that the sequences (λj) and (λ̃j) are equivalent.
Indeed, for all j and n, by the Gibbs property of both µj and µ̃j ,

C−1
∑

[yj ,...,yj+n−1]

eSj,nφ(xy)/λj,n ≤
∑

[yj ,...,yj+n−1]

µj([yj , ..., yj+n−1]) ≤ C
∑

[yj ,...,yj+n−1]

eSj,nφ(xy)/λj,n

and

(C̃)−1
∑

[yj ,...,yj+n−1]

eSj,nφ(xy)/λ̃j,n ≤
∑

[yj ,...,yj+n−1]

µ̃j([yj , ..., yj+n−1]) ≤ C̃
∑

[yj ,...,yj+n−1]

eSj,nφ(xy)/λ̃j,n

where the point xy is an arbitrary point inside the cylinder [yj , ..., yj+n−1]. On the other hand,

1 =
∑

[yj ,...,yj+n−1]

µj([yj , ..., yj+n−1]) =
∑

[yj ,...,yj+n−1]

µ̃j([yj , ..., yj+n−1]).
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Hence,

(CC̃)−1 ≤ λj,n

λ̃j,n
≤ CC̃

and the equivalence of the sequences (λj) and (λ̃j) follows from Lemma B.4.
Next, we show that µ̃j = µj for all j. We first need the following result. Let Hj,α denote

the space of Hölder continuous functions on Xj with the Hölder exponent α, equipped with the
usual α-Hölder norm ‖ · ‖α. Let H∗j,α denote its dual, and denote by ‖ · ‖α the (operator) norm
on the dual, as well. Let L∗j : H∗j+1,α → H∗j,α be the dual operators of Lj . Then it follows from

(B.5) that for every j, n and κj+n ∈ H∗j+n,α,

(B.6) ‖(Lnj )∗κj+n − κj+n(1j+n)µj‖α ≤ C‖κj+n‖αδn

where 1k is the function on Xk which takes constant value 1. In particular, if we take κj+n = µ̃j+n
then, since µ̃j+n1j+n = 1, we see that

(B.7) (Lnj )∗µ̃j+n → µj as n→∞.

Next, we claim that

(B.8) (Lnj )∗µ̃j+n = µ̃j .

Once the claim is proven, combining it with (B.7) we obtain µ̃j = µj , as required.

Now, because of the Gibbs properties of both µj and µ̃j and since (λj) and (λ̃j) are equivalent

we see that µ̃j � µj . Let pj =
dµ̃j
dµj

denote the corresponding Radon Nikodym derivative. In

order to prove (B.8), we will show that for every j,

(B.9) pj+1 ◦ Tj = pj , µj − a.s.

(B.9) implies that pj+n◦Tnj = pj . Therefore, for every bounded measurable function g : Xj → R,

(Lnj )∗µ̃j+n(g) = µ̃j+n(Lnj g) = µj+n(pj+nLnj g) = µj(g · (pj+n ◦ Tnj )) = µj(g · pj) = µ̃j(g)

and (B.8) follows (note that in the third equality above we have used that Lnj is the transfer

operator of Tnj with respect to µj and µj+n).

To complete the proof of the theorem we need to prove (B.9). By identifying both measures

µj and µ̃j as measure on the two sided shift X̃j (see next section), we can assume that µj and

µ̃j are mapped by T̃j to µj+1 and µ̃j+1, respectively. In what follows we will abuse the notation

and denote the lifted measures by µj and µ̃j . The identification of the function pj to X̃j will
also be denoted by pj , namely, we write pj(..., xj−1, xj , xj+1, ...) = pj(xj , xj+1, ...). Now, since

(T̃j)∗µj = µj+1 and (T̃j)∗µ̃j = µ̃j+1 for every bounded measurable function f : X̃j+1 → R we
have

µj(pj(f ◦ T̃j)) = µ̃j(f ◦ T̃j) = µ̃j+1(f) = µj+1(pj+1f) = µj((pj+1 ◦ T̃j) · (f ◦ T̃j)).

Since Tj is invertible we can replace f ◦ Tj with a general bounded measurable function g on Xj

and (B.9) follows. �

B.3. Gibbs measure for two sided shifts.

Definition B.6. Let ψj : X̃j → R be a sequences of functions such that sup
j
‖ψj‖α < ∞ for

some α ∈ (0, 1]. A sequence of probability measures γj on X̃j is a Gibbs family for (ψj) if:

(i) For all j we have (T̃j)∗γj = γj+1.
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(ii) There is a constant C > 1 and a sequence of positive numbers (λj) so that for every point

(yj+k)k in X̃j we have

C−1eSj,rψ(y)λj,r ≤ γj([yj , yj+1, ..., yj+r−1]]) ≤ CeSj,rψ(y)λj,r

where Sj,rψ(y) =

r−1∑
s=0

φj+s(T̃
s
j y) and λj,r =

j+r−1∏
k=j

λk.

Proposition B.7. Every uniformly Hölder continuous sequence ψj (with respect to some expo-
nent α ∈ (0, 1]) admits a unique sequence of Gibbs measures γj .

Proof. Let φj be the functions obtained in Lemma B.2. Let µj be the unique sequential Gibbs
measure on the one sided shift space Xj corresponding to the functions (φj). Since (Tj−k)∗µj−k =
µj using Kolmogorov’s extension theorem we can extend µj to the space of two sided sequences

X̃j . Let us denote this measure by γj . It is clear that (T̃j)∗γj = γj+1. To prove the second

condition in the definition of a sequential Gibbs measure we notice that for every point x ∈ X̃j ,

γj([xj , ..., xj+r−1]) = µj([xj , ..., xj+r−1]) � λj,neSj,rφ◦πj(x)

where (λj) is the sequence associated with the Gibbs measure µj . Now, by Lemma B.2 we have
that

eSj,rφ◦πj(x) � eSj,rψ(x)

and hence γj is a sequential Gibbs measure corresponding to the functions ψj , and (λj) is the
corresponding associated sequence.

To prove uniqueness of γj constructed above, we note that if γ̃j is another Gibbs measure then
the measure µ̃j defined by the restriction of γj to the σ-algebra generated by the coordinates
with indexes j + k, k ≥ 0 projects5 to a Gibbs measure on Xj . Hence µ̃j = µj , where µj is the
unique sequential Gibbs measure corresponding to the functions φj . On the other hand, since

(T̃j)∗γ̃j = γ̃j+1, for every r > 0 the restriction of γ̃j to the σ-algebra generated by the coordinates
indexed by j + k for k ≥ −r coincides with the restriction of γ̃j−r to the σ-algebra generated
by the coordinates indexed by j − r + k for k ≥ 0, which, as explained above, projects on Xj−r
to µj−r. Hence, for every r the measures γj and γ̃j agree on the σ-algebra generated by the
coordinates indexed by j + k for k ≥ −r (as both coincide with µj−r). By taking r → −∞ we
conclude that γ̃j = γj . �

Appendix C. Small perturbations of hyperbolic maps

C.1. Hyperbolic sets. Let M be a compact C2 Riemannian manifold equipped with its Borel
σ-algebra B. Denote by d(·, ·) the induced metric. Let T : M →M be a C2 diffeomorphism.

Definition C.1. A compact T invariant subset Λ ⊂ M is called a hyperbolic set for T if there
exists an open set V with compact closure, constants λ ∈ (0, 1) and α0, A0, B0 > 0 and subbudnles
Γs and Γu of the tangent bundle TΛ such that:

(i) The set {x ∈M : dist(x,Λ) < α0} is contained in a open subset U of V such that TU ⊂ V
and T |U is a diffeomorphism with sup

x∈U
max(‖DxT‖, ‖DxT

−1‖) ≤ A0;

(ii) TΛ = Γs ⊕ Γu, DT (Γs) = Γs, DT (Γu) = Γu and the minimal angle between Γs and Γu is
bounded below by α;

(iii) For all n ∈ N we have

‖DxT
nv‖ ≤ B0λ

n‖v‖ ∀ v ∈ Γsx and ‖DxT
−nv‖ ≤ B0λ

n‖v‖ ∀ v ∈ Γux.

5By “projects” we mean that if the restriction is denoted by γ∗j then (πj)∗γ
∗
j = µj .
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Definition C.2. A hyperbolic set is called

(i) locally maximal if the set U above could be chosen so that Λ =
⋂
n∈Z

TnU (that is, Λ is the

largest hyperbolic set contained in U);
(ii) hyperbolic attractor, if in addition, U could be chosen so that TU ⊂ U (in the case when

M = Λ T is called Anosov).
We say that Λ is the basic hyperbolic set if it is infinite locally maximal hyperbolic set such

that T |Λ is topologically transitive.

Henceforth, we assume that Λ is topologically mixing6 basic hyperbolic set.

A powerful tool for studying hyperbolic maps is given by a symbolic representations. Namely,
every topologically mixing basic set Λ admits a Markov partition (see [79, Chapter 10]) which
gives raise to a semiconjugacy π : Σ→ M where Σ is a topologically mixing subshift of a finite
type.

C.2. Structural stability. Now, consider a sequence of maps T = (Tj : M → M)j∈Z. Denote
by d1(f, g) the C1 distance between f and g. We have the following result.

Theorem C.3. If δ1(T ) := sup
j

d1(T, Tj) is small enough then there is a sequence of sets Λj ⊂M

and homeomorphisms hj : Λ → Λj (that we think of as a “sequential conjugacy”) such that hj
and h−1

j are uniformly Hölder continuous,

(C.1) TjΛj = Λj+1 and Tj ◦ hj = hj+1 ◦ T.
Moreover sup

j
‖hj − Id‖C0 → 0 as δ1(T )→ 0. 7

The sets (Λj) are sequentially hyperbolic for the sequence T in the following sense. They
are compact, satisfy TjΛj = Λj+1 and there exist constants λ′ ∈ (0, 1) and α1, A1, B1 > 0 and
sequences of subbudnles Γsj={Γsj,x : x ∈ Λj} and Γuj={Γuj,x : x ∈ Λj} of the tangent bundle TΛj
such that, for each j:

(i) The set {x ∈M : d(x,Λj) < α1} is contained in an open subset Uj of V such that TjUj ⊂ V
and Tj |Uj is a diffeomorphism satisfying

sup
j

sup
x∈Uj

max(‖DxTj‖, ‖DxT
−1
j ‖) ≤ A1;

(ii) TΛj = Γsj ⊕ Γuj , DTj(Γ
s
j) = Γsj+1, DTj(Γ

u
j ) = Γuj+1 and the minimal angle between Γsj and

Γuj is bounded below by α1;

(iii) For every n ∈ N and all j we have ‖DxT
n
j v‖ ≤ B1 · (λ′)n‖v‖ for every v ∈ Γsj,x

and ‖DxT
−n
j v‖ ≤ B1 · (λ′)n‖v‖ for every v ∈ Γuj,x where T−nj = (Tnj−n)−1.

(iv) TjUj ⊂ Uj+1 and
∞⋂
n=0

Tnj−nUj−n = Λj .

6Topological mixing assumption can be made without a loss of generality. Indeed (see e.g. [79, Chapter 8])

an arbitrary basic set Λ can be decomposed as Λ =

p⋃
j=1

Λj so that TΛj = Λj+1 mod p where Λj are topologically

mixing basic hyperbolic sets for T p. Then we could apply the results discussed below to (T p,Λj).
7Note that in Theorem C.3 we can also consider one sided sequences (Tj)j≥0 because they can be extended

to two sided ones. The reason we consider two sided sequences is because the definition of hyperbolicity requires
considering negative times to define the unstable subspaces.
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Theorem C.3 is proven in [62, Example 4.2.3], [40, Example 2.5] and [64, Theorem 1.1]) except
the Hölder continuity of hj and h−1

j was not discussed there. The proof of Hölder continuity

is quite standard but for completeness it is included in §C.4. We note that in [62, 40, 64] the
smallness of ‖Tj − T‖C1 was not uniform in j, which led to non-uniform in j hyperbolicity.
However, when δ1(T ) is uniformly small then the arguments in the proofs yield the uniform
hyperbolicity.

C.3. Limit Theorems. Let πj = hj◦π. Then πj provides a semiconjugacy between the sequence
T and the subshift Σ describing the symbolic dynamics of T. Given a sequence of Hölder functions
φj on Λj let ψj = φj ◦ πj . Note that ψj are Hölder continuous due to Hölder continuity of πj .
Let νj be the Gibbs measures for {ψj} which exist due to the results of Appendix B. Define

measures µj on Λj by µj(A) = νj(π
−1
j A). Given a sequence of Holder functions fj on Λj let

gj = fj ◦ πj . Thus Snf = Sng ◦ π−1
0 and so (Snf)(x) when x is distributed according to µ0 has

the the distribution as (Sng)(ω) when ω is distributed according to ν0. We thus obtain

Corollary C.4. Theorems 3.1 and 3.2 are valid for (Snf)(x) where x is distributed according
to µ0.

We also have the following result (see [40, Theorem 4.3]).

Theorem C.5 (Sequential SRB measures). Suppose that Λ is a hyperbolic attractor. Then
there is a sequence of probability measures µj on Λ such that (Tj)∗µj = µj+1 and

µj = lim
n→∞

(Tnj−n)∗(ρj−ndVol)

for every uniformly bounded sequence of probability densities ρn on Γn. The measures (µj),
j ∈ Z are the unique family of equivariant measures such that the conditional measures of µj
on the unstable manifolds (see §C.4) at time j are absolutely continuous with respect to the
Riemannian volume on these submanifolds.

Moreover µj can be obtained by the construction described above corresponding to the se-
quence of functions φj = − ln J(Tj |Γu

j
), where J(·) stands for the Jacobian matrix.

Therefore Wn =

n−1∑
j=0

fj(T
j
0x) satisfies all the limit theorems in Section 3 when x is distributed

according to a measure having a Hölder density with respect to µ0.

Remark C.6. When starting with a time zero sequential SRB measure Theorems 3.1 and 3.2
hold for uniformly hyperbolic sequences (Tj) without the assumption that the maps Tj are close,
if lim infn→∞

1
nVar(Sn) > 0. Indeed, in this setup we can use the functional analytic approach

of Bakhtin [8] together with the perturbative approach in Section D. The reason this works
well only when lim infn→∞

1
nVar(Sn) > 0 is that when the variance grows sublinearly fast our

proofs rely on a block decomposition technique. This involves a sufficiently smooth martingale
coboundary representations, a tool which is not available in the setup of [8] since the transfer
operators acts on spaces of distributions and not functions. See also [43] for a similar functional
approach, which has applications to sufficiently close non-autonomous hyperbolic sequences (see
[43, Section 7]).

C.4. Hölder continuity of the conjugacies. To prove the Hölder continuity of hj and h−1
j

we need some background.
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Local stable and unstable manifolds. For ε small enough, and x ∈ Λj define W s
j (x, ε) to be the

set of all points y ∈ Λj such that d(Tnj x, T
n
j y) ≤ ε for all n and d(Tnj x, T

n
j y)→ 0. Similarly, we

define W u
j (x, ε) to be the set of all points y ∈ Λj such that

d((Tnj−n)−1x, (Tnj−n)−1y) ≤ ε

for all n and d((Tnj−n)−1x, (Tnj−n)−1y) → 0. Then (see [40, 62] and [70]) W s
j (x, ε) and W u

j (x, ε)

are manifolds and tangent space of W s
j (x, ε) at x is Γsx,j while the tangent space of W u

j (x, ε) at

x is Γux,j . Moreover, there are constants C > 0 and δ ∈ (0, 1) such that for every j,

(C.2) d(Tnj x, T
n
j y) ≤ Cδn for all y ∈W s

j (x, ε)

and

(C.3) d((Tnj−n)−1x, (Tnj−n)−1y) ≤ Cδn for all y ∈W u
j (x, ε)

Remark C.7. Like in the autonomous case, we have the following (see [70, Proposition 3.5]).
Define W

s
j(x, β) to be the set of all points y∈Λj such that d(Tnj x, T

n
j y)≤β for all n ≥ 0. Similarly,

let W
u
j (x, β) be the set of all points y ∈ Λj such that d((Tnj−n)−1x, (Tnj−n)−1y) ≤ β for all n ≥ 0.

Then for every β < 1
2ε,

W
s
j(x, β) ⊂W s

j (x, ε) and W
u
j (x, β) ⊂W u

j (x, ε).

This essentially means that, like in the autonomous case, up to replacing ε with 1
2ε, the local

stable/unstable manifolds can be defined using only the condition about the ε-closeness of the
forward/backward orbits.

Let us also denote by W s(x, ε) and W u(x, ε) the local stable and unstable manifolds of x with
respect to T (then all the above properties hold true).

Proof of Hölder continuity. The proof is a minor modification of the proof of [54, Proposition
19.1.2], but for readers’ convenience we provide the details. We only prove that hj is Hölder

continuous, the proof that h−1
j is Hölder continuous is analogous, see below. Fix some ε small

enough (in a way that will be determined later). We say that x, y ∈ Λ are s-equivalent if
y ∈ W s(x, ε). Similarly, we say that they are u-equivalent if y ∈ W u(x, ε). Then, using local
coordinates and that the angles between the stable and unstable directions are uniformly bounded
below we see that if ε is small enough then there is a constant K1 such that

(C.4) d(x, y)2 + d(y, z)2 ≤ K1d(x, z)2

for every x, y, z ∈ Λ such that x is s-equivalent to y and y is u-equivalent to z, and d(x, z) ≤ ε. In
view of (C.4) in order to show that hj is Hölder continuous it suffices to show that restrictions of
hj to both unstable and stable manifolds are uniformly Hölder (see e.g. [54, Proposition 19.1.1]).
We will consider hj |W u(x, ε), the result for hj |W s(x, ε) follows by replacing T by T−1.

Let us prove that hj |W u(x, ε) are uniformly Hölder continuous. Fix some ε0 > 0. By uniform
continuity of hj proven in [64], there exists 0 < δ0 < ε such that for every j and every x, y ∈ Λ
with d(x, y) < δ0 we have d(hj(x), hj(y)) < ε0. Let x, y ∈ Λ be such that y ∈ W u(x, ε). Denote
ρ = d(x, y) and let K > 1 be a Lipschitz constant for T . Assuming that ρ ≤ K−2δ0 there is
a unique natural number n such that Knρ < δ0 ≤ Kn+1ρ. Then d(T kx, T ky) ≤ Knρ < δ0

for all k ≤ n and so d(hj+nT
nx, hj+nT

ny) < ε0. Since y ∈ W u(x, ε) and d(T kx, T ky)<δ0<ε
for 0 ≤ k ≤ n we have Tny ∈ W u(x, ε). Using Remark C.7 and the equicontinuity of (hk),
we see that hj+nT

ny ∈ W u
j+n(hj+nT

nx, ε′) where ε′ = ε′(ε) → 0 as ε → 0 (we can take ε′ =

sup
k

(sup{d(hk(a), hk(b)) : d(a, b) ≤ ε}). Thus, by fixing ε small enough and using (C.3) (with the



30 DMITRY DOLGOPYAT AND YEOR HAFOUTA

above ε′ instead of ε) we see that there are constants C > 0 and δ ∈ (0, 1) such that

d(hj(x), hj(y)) = d((Tnj )−1hj+nT
nx, (Tnj )−1hj+nT

ny) ≤ Cδnε0

= Cε0K
−cn = Cε0K

c(K−n−1)c ≤ (Cε0K
cδ−c0 )ρc = (Cε0K

cδ−c0 )d(x, y)c

where c = | ln δ|
lnK > 0.

This shows Hölder continuity of hj . The proof that h−1
j is Hölder continuous is similar except

we use the equivalence relations induced by W u
j (x, ε) and by W s

j (x, ε). �

Appendix D. Perturbation theorem

D.1. The statement. Let (Bj , ‖ · ‖j)j≥0 be a sequence of Banach spaces and
Aj : Bj → Bj+1 be a sequence of bounded linear operators. We assume here that there are
(λj , hj , νj) ∈ (C \ {0})×Bj ×B∗j where B∗j denotes the dual space of Bj so that

(D.1) Ajhj = λjhj+1, (Aj)
∗νj+1 = λjνj .

We will also assume that dim(Bj) > 1 and that νj(hj) = 1.
Let C be a complex Banach space. Let ε > 0. Denote by BC(0, ε) the open ball in C around

0 with radius ε. For each t ∈ BC(0, ε) let A
(t)
j : Bj → Bj+1 be a sequence of bounded operators

such that A
(0)
j = Aj . Set At,nj = A

(t)
j+n−1 ◦ · · · ◦A

(t)
j . In the sequel, for any sequence of operators

Rj : Bj → Bj+1 we will denote Rnj = Rj+n−1 ◦ · · · ◦Rj+1 ◦Rj . Write C′ = C \ {0}.

Assumption D.1. (i) inf
j
|λj | > 0.

(ii) There are constants C0, δ0>0 such that for all j and g ∈ Bj so that νj(g)=0 we have

(D.2) ‖Anj g‖ ≤ C0‖g‖δn0 .

Moreover, lim inf
n→∞

inf
j
|λj,n|1/n > δ0, where λj,n =

j+n−1∏
k=j

λk.

(iii) The maps t → A
(t)
j are analytic in some neighborhood U of the origin (which does not

depend on j) and sup
t∈U
‖A(t)

j ‖ are uniformly bounded in j.

The main result in this section is as follows.

Theorem D.2 (A sequential perturbation theorem). Under Assumption D.1, for every δ1 > δ0

there exist r1, C1 > 0 such that for every j ∈ N and t ∈ BB(0, r1) we have the following.

(i) There are triplets (λj(t), h
(t)
j , ν

(t)
j ) ∈ C′×Bj×B∗j , which are uniformly bounded in j, t so that

A
(t)
j h

(t)
j = λj(t)h

(t,y)
j+1 , (A

(t)
j )∗ν

(t)
j+1 = λj(t)ν

(t,y)
k,j .

Moreover, λj(0) = λj , h
(0)
j = hj , ν

(0)
j = νj , and the triplets are analytic functions of t and their

norm is uniformly bounded. Furthermore, νj(h
(t)
j ) = ν

(t)
j (h`,j) = ν

(t)
j (h

(t)
j ) = 1. If instead of

analyticity of t 7→ A
(t)
j we assume that C is a real Banach space and t 7→ A

(t)
j is Ck for some

k ∈ N with uniform bounds on the Ck norms, then the above triplets are Ck functions of t with
uniformly bounded Ck norms.

(ii) Consider the operators P
(t)
j : Bj → Bj+1 given by P

(t)
j g = λjν

(t)
j (g)h

(t)
j+1. Then

P t,nj = λj,n(t)ν
(t)
j (·)h(t)

j+n
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and denoting E
(t)
j = A

(t)
j − P

(t)
j we have At,nj = P t,nj + Et,nj and

(D.3) ‖Et,nj ‖ ≤ C1δ
n
1 .

D.2. Preparations for the proof of Theorem D.2. Our first result shows that we can always
consider two sided sequences instead of one sided ones.

Lemma D.3. We can extend both sequences (Bj , ‖ · ‖j)j≥0 and (Aj)j≥0 to two sided sequences
such that (D.1) and Assumption D.1 still hold.

Proof. For j < 0 we take Bj = B0. Then we take a nonzero ν−1 ∈ B∗0 and set νj = ν−1 for j < −1.
We also define λj = 1+δ0 for j < 0. Finally, we take a nonzero h−1 ∈ B0 such that ν−1(h−1) = 1
and define hj = h−1 for all j < 0. For j < 0, define Aj(g) = (1 + δ0)ν−1(g)hj+1 = λjνj(g)hj+1.
It is clear that (D.1) holds with the new two sided sequences. Assumption D.1 is in force since
for j < 0, if νj(g) = 0 then Aj(g) = 0 and so Anj g = 0. �

Henceforth we assume that we have a two sided sequence satisfying (D.1) and Assumption D.1.

Remark D.4. If the operators Aj are defined for all j ∈ Z then the proof of Theorem D.2 (which
proceeds by applying the Implicit Function Theorem) shows that the projections Pj constructed
in the theorem are unique. The uniqueness does not hold if the operators are only defined for
j ∈ N (cf. the discussion after Theorem 2.4).

Lemma D.5. (i) Let the operator Qj : Bj → Bj be given by Qj(g) = νj(g)hj . Then for every j
and g ∈ Bj we have νj(Qjg) = νj(g).

(ii) Consider the operator Pj : Bj → Bj+1 given by

Pjg = λjνj(g)hj+1.

Then Pj coincides with Aj on ηj := span{hj} and

Aj+1Pj = Pj+1Aj = Pj+1Pj , and Pnj = λj,nνj(·)hj+n.
Therefore, with Ej = Aj − Pj we have

Enj = Anj − Pnj = Anj − λj,nνj(·)hj+n.
In particular, Anj = Pnj + Enj .

Proof. (i) νj (νj(g)hj) = νj(g)νj(hj) = νj(g).

(ii) We have Pjhj = λjνj(hj)hj = λjhj+1. So Aj and Pj coincide on ηj . Next, the identity
Pnj = λj,nνj(·)hj+n follows by induction on n. For n = 1 is it just the definition of Pj , and to

prove the induction step, if Pnj = λj,nνj(·)hj+n then

Pn+1
j (g) = Pj+n(Pnj g) = λj,nνj(g)Pj+n(hj+n) = λj,nνj(g)λj+nhj+n+1 = λj,n+1νj(g)hj+n+1.

Since (Aj)
∗νj+1 = λjνj we have Aj+1Pj = Pj+1Aj = Pj+1Pj , because all three expression above

coincide with the operator
g → λjλj+1νj(g)hj+2 = P 2

j (g).

Using this the proof that Enj = Anj − Pnj proceeds by induction on n. �

Lemma D.6. Suppose that Assumption D.1 holds and let C be a constant so that sup
j
‖Qj‖≤C.

Then for all g ∈ Bj ,
(D.4) ‖Anj g − λj,nνj(g)hj+n‖ = ‖Anj − Pnj ‖ ≤ (C + 1)C0‖g‖δn0 .

Proof. Set Rjg = g −Qjg. By Lemma D.5, νj(Rjg) = 0. So by (D.2) applied to Rjg
‖Anj g − λj,nνj(g)hj+n‖ = ‖Anj (Rjg)‖ ≤ (C + 1)C0‖g‖δn0 . �
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Lemma D.7. Let Rj : Bj → Bj+1 be a sequence of operators. Suppose that there are constants
δ0, C0 > 0 such that for all j, n we have

‖Rnj ‖ ≤ C0δ
n
0 .

Then for every δ1 > δ0 there exist constants ε0 > 0 and C1 > 0 with the following property. For
any other family Sj : Bj → Bj+1 of linear operators satisfying sup

j
‖Rj − Sj‖ < ε0 we have

‖Snj ‖ ≤ C1δ
n
1 .

Proof. Let δ1 > δ0 and let n0 be so that C0δ
n0
0 < 1

2δ
n0
1 . Let ε0 > 0 be so small such that

sup
j
‖Rj − Sj‖ < ε0

implies sup
j
‖Sn0

j ‖ < δn0
1 . It is indeed possible to find such ε0 since

‖Sn0
j −R

n0
j ‖ ≤ C(C0, δ0, n0)ε0

for some constant C(C0, δ0, n0) which depends only on C0, δ and n0.
Now, given n ∈ N let us write n = kn0 + ` for some 0 ≤ ` < n0. Then

‖Snj ‖ ≤
k−1∏
u=0

‖Sn0
j+un0

‖ · ‖S`j+kn0
‖ ≤ (ε0 + C0δ0)`δ−`1 δn1 . �

D.3. Proof of Theorem D.2.

Proof. We first prove the existence of triplets. Denote

Hj = {g ∈ Bj : νj(g) = 0}
Since A∗jνj+1=λjνj we have AjHj ⊂ Hj+1. Also, for every gj ∈ Hj we have νj(hj + gj)=1 and

νj+1

(
Aj(hj + gj)

)
= λj(A

∗
jνj+1)(hj + gj) = λjνj(hj + gj) = λj .

Consider the space H of sequences ḡ = (gj) so that gj ∈ Hj for all j, equipped with the norm
‖ḡ‖ := sup

j
‖gj‖ <∞. Define a function F : C×H→ H by

(F (t, ḡ))j = A
(t)
j−1(hj−1 + gj−1)− νj

(
A

(t)
j−1(hj−1 + gj−1)

)
(hj + gj) .

Then Fk(0, 0) = 0, and F is analytic in t (in the case Ck dependence on t this map is differentiable
k times).

We claim that the partial derivative Φ := (∂F/∂H)(0, 0) is an isomorphism. Indeed, a direct
computation shows that (Φḡ)j = Aj−1gj−1 − λjgj . Assume first that there is ḡ ∈ H so that

(D.5) Aj−1gj−1 = λjgj .

When the restrictions Aj : Hj → Hj+1 satisfy

(D.6) ‖Anj gj‖ ≤ C0‖gj‖δn0
since on Hj the functionals νj vanish. Iterating (D.5) we see that Anj gj = λj,ngj+n. Plugging in

j − n instead of j in (D.6) we get that gj =
An

j−ngj−n

λj−n,n
and so

‖gj‖ ≤ C0‖ḡ‖
δn0
|λj,n|

≤ C ′εn → 0

for some ε ∈ (0, 1) and a constant C ′, where in the second inequality uses Assumption D.1(ii).
Hence ḡ = 0.
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Now we show that Φ is surjective. Take ḡ ∈ H. Set hj = −
∞∑
n=0

Anj−ngj−n

λj−n,n
. This series converges

uniformly in j since

∥∥∥∥Anj−ngjλj−n,n

∥∥∥∥ ≤ C ′‖ḡ‖εn where ε and C ′ are like in the previous estimates. It

is immediate that

Aj−1hj−1 − λjhj = λjgj .

Applying the implicit function theorem in Banach spaces (e.g. [5, Theorem 3.2]) we get that

there is ε0 > 0 so that for every t ∈ BC(0, ε0) there is ḡ(t) = (g
(t)
j )j ∈ H so that

F (t, ḡ(t)) = 0.

Moreover, the function t→ ḡ(t) is analytic and so by possibly reducing ε0 we can assume that it
is bounded (in the case of Ck dependence on t we get that this map is of class Ck).

Now we construct the families ν
(t)
j . First, we obtain from (D.4) that

(D.7) ‖(Anj )∗ − λj,nh∗j+nνj‖ ≤ C0δ
n
0

where h∗j+n(µ) = µ(hj+n). Let Ej ⊂ B∗j be the space of all functionals µj such that µj(hj) = 0.

Then (Aj)
∗Ej+1 → Ej since

(Aj)
∗µj+1(hj)=µj+1(Ajhj) = λjµj+1(hj+1) = 0.

Let E be the Banach space of sequences µ̄ = (µj) such that µj ∈ Ej for all j and
‖µ̄‖ := sup

j
‖µj‖ <∞. Define

(
G(t, µ̄)

)
j

= (A
(t)
j )∗(νj+1 + µj+1)− λj(t)(νj + µj)

where λj(t) = νj(h
t
j). Then G(0, 0) = 0 and G is a well defined function on {t : ‖t‖ < ε0} for

some ε0 > 0. Moreover, G is analytic in t. We consider G as a function from a neighborhood of
(0, 0) ∈ C×E to E.

Now, a direct computation shows that the derivative of G at (0, 0) in the direction E is the
operator given by

Ψ := (∂G/dE)(0, 0)µ̄)j = (Aj)
∗µj+1 − λjµj .

Let us show that Ψ is injective. If µ̄ belongs to its kernel then (Aj)
∗µj+1 = λjµj , and so

(Anj )∗µj+n = λj,nµj . Using (D.7) we get that ‖µj‖ ≤ Cεn for some constants ε ∈ (0, 1) and
C > 0. Therefore µ̄ = 0.

Next, Ψ is also surjective since for any µ̄ ∈ E we have (Aj)
∗κj+1 − λjκj = λjµj where

κj = −
∞∑
n=0

(Anj+1)∗µj+n+1

λj,n
(the convergence of this series follows from (D.7)).

Hence, by the implicit function theorem there is an analytic function t 7→ κ̄(t) = (κ
(t)
j )j with

values in E so that

(A
(t)
j )∗(νkj+1 + κ

(t)
j+1)− λj(t)(νj + κ

(t)
j ) = 0.

Take ν
(t)
j = νj + κ

(t)
j and notice that ν

(t)
j (h

(t)
j ) does not depend on j. Indeed, we have

λj(t)ν
(t)
j+1(h

(t)
j+1) = ν

(t)
j+1(λj(t)h

(t)
j+1) = ν

(t)
j+1(A

(t)
j h

(t)
j ) = (A

(t)
j )∗ν

(t)
j+1(h

(t)
j ) = λj(t)ν

(t)
j (h

(t)
j ).

We conclude that there is a function c(t) such that ν
(t)
j (h

(t)
j ) = c(t) for every j ≥ 0. The functions

c(t) are bounded and analytic and c(0) = 1. Thus, by decreasing ‖t‖ if necessary we can assume

that |c(t)| ≥ 1
2 . Next, by replacing h

(t)
j with h

(t)
j /c(t) (or ν

(t)
j by ν

(t)
j /c(t)) we can just assume
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that c(t) = 1. Like in the construction of g(t), in the case t→ (A
(t)
j ) is of class Ck all the above

functions of t are differentiable k times.

Finally, the exponential convergence follows by Lemma D.7 applied with Rj = Aj − Pj and

Sj = A
(t)
j − P

(t)
j (when t is close enough to 0) where P

(t)
j = λj(t)ν

(t)
j (·)h(t)

j+1 taking into account

that by Lemma D.5, Snj = At,nj − P
t,n
j = At,nj − λj,n(t)ν

(t)
j (·)h(t)

j+n. �
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