INTEGRAL OPERATORS
C. DAVID LEVERMORE

ABSTRACT. We give bounds on integral operators that act either on classical Lebesgue spaces
or on weak Lebesgue spaces. These include Holder-Young bounds for operators with regular
kernels, Hardy-Littlewood bounds for operators with weakly singular kernels, and Calderon-
Zygmund bounds for strongly singular convolution operators over Euclidean space.

1. INTRODUCTION

Let (X,X,,du) and (Y,%,,dv) be positive o-finite measure spaces. Let M (dp) and M(dv)
be the spaces of all complex-valued dpu-measurable and dv-measurable functions respectively.
As usual, functions in these spaces are considered identical if they are equal almost everywhere.
We consider linear integral operators IC of the form

(L1) Kuly) = / ke, y) u(z) du(z)

where the kernel £ is a complex-valued measurable function with respect to the o-algebra ¥, .
We seek conditions on k£ that imply the operator K is bounded or even compact from X to
Y where (X, - ||x) and (), || - ||y) are Banach spaces of functions that are contained within
M (dp) and M(dv) respectively. We will first obtain such results for classical Lebesgue spaces
— namely, for cases where

X = LP(dp) and Y = L7 (dv) for some p, ¢* € [1,0].
We will then extend these results to weak Lebesgue spaces — namely, to cases where
X = LP(du) or Y = L& (dv) for some p,q* € (1,00).

These notes will assume that you have some familiarity with the classical Lebesgue spaces, but
will be self-contained regarding the weak Lebesgue spaces.

1.1. Bounded Linear Operators. Recall that a linear operator K that maps a normed space
(X, || |lx) into a normed space (Y, || -||y) is said to be bounded if it maps bounded subsets of X
into bounded bounded subsets of Y. It is easy to show that this is equivalent to the property
that there exists a constant C' < oo such that

(1.2) IKu|ly < Cllullx for every u € X.

It easy to see that every bounded linear operator is continuous. It is not hard to show that
the converse is also true. The notions of bounded and continuous thereby coincide for linear
operators acting between normed spaces. It is customary to prefer the terminology bounded
linear operator over that of continuous linear operator. The reason for this preference is the
fact that the hard part of showing a linear operator is continuous is usually establishing the
bound (1.2).

Date: July 15, 2009.



2 C. DAVID LEVERMORE

A Banach space is a complete normed space. When ) is a Banach space and K is defined
over a dense linear subspace of X, it suffices to establish (1.2) for every w in that subspace.
Because (1.2) implies that K is uniformly continuous over bounded subsets of X, there is a
unique extension of K to every u € X so that (1.2) holds.

The space of all bounded linear operators from a normed space (X, || - ||x) into a normed
space (V.| - [|y) is denoted B(X,Y). For each K € B(X,Y) we define ||K| px,y) to be the
infimum of all constants C' such that (1.2) holds. It is easy to check that B(X,)) is a linear

space and that || - ||gx,y) is a norm on B(X,)Y). Moreover, if S is any dense linear subspace of
X then one can show that
[KCully
(13) Kl =sup {Iiully « ulle = 1} =sup { FEH 0 20}
ueS ues ]| 2

Finally, B(X,)) equipped with this norm is a Banach space whenever ) is a Banach space. In
particular, the dual space of X, defined by X* = B(X,C), is always a Banach space.

1.2. Compact Linear Operators. Recall that a linear operator K that maps a normed space
(X, - ||x) into a normed space (Y, ]| - ||y) is said to be compact if it maps bounded subsets
of X into totally bounded subsets of ). Because every totally bounded subset of a metric
space (hence, of a normed space) is also bounded, it is therefore clear that every compact
linear operator is also a bounded linear operator. It is easy to show that I being compact is
equivalent to the property that K maps the unit ball of X into a totally bounded subset of ).

The following theorem is at the heart of many arguments that a given linear operator is
compact. It states that any bounded linear operator which can be approximated by compact
linear operators is also compact.

Theorem 1.1. Let (X, || - ||x) and (V.| - ||y) be normed spaces. Let K € B(X,Y). If there
ezists a sequence {ICp,}nen C B(X,Y) such that

(1) K, — K in B(X,Y) as n — o0,
(2) each KC,, is compact,

then IC is compact.

Proof. Let By be the unit ball in X'. We will show that the set By C Y is totally bounded.
Let € > 0. Because K,, — K in B(X,)) as n — o0, there exists m € N such that

1K — Kl By < 3¢

Because IC,, is compact, the set KC,,, By is totally bounded. This implies there exists a finite set
S = {u;}}_, C By such that for every u € By there exists a u; € S such that

Kt — Kujlly < 5 €.
For this u and u; we see that
[1Ku — Kuj|ly < [[Ku = Kpully + [Knu — Knuglly + [[Knug — Kuglly
<K = Kl sy lullx + 1Knu — Knuglly + (1Ko — Kll s ) llug || x
<jetietie=c.

Hence, for every u € By there exists a u; € S such that || u — Ku,||y < e. Therefore the set
KBy is totally bounded, whereby the operator I is compact. O
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The previous theorem would not be of much help unless there exists a sufficiently large class
of compact linear operators with which to build the approximating sequences that it requires.
This class is often provided by a class of finite rank operators.

Definition 1.1. Let (X, |- ||x) and (Y, ||-||y) be normed spaces. We say that K € B(X,Y) has
finite rank if the range of K is a finite dimensional subspace of Y, in which case the dimension
of the range is called the rank of KC.

The fact that finite rank operators are compact is a consequence of the Bolzano-Weierstrass
Theorem, which implies that bounded subsets of Euclidean space are totally bounded.

2. HOLDER-YOUNG BOUNDS

None of the bounds presented below were actually derived by either Hélder or Young in the
general setting given here. Rather, they generalize certain bounds first derived by them [2].

2.1. Lebesgue Spaces. For any positive o-finite measure space (X, X, dp) and any p € (0, 00)
we define the Lebesgue space LP(du) by

(21) v ={ue M : [P aus) < oo}

It is easy to check that LP(dpu) is a linear space [1]. For every p € (0, 00) we define the magnitude
of u € LP(dp) by

22) e = ( / \U(x)lpdu(fv))%

It is clear from (2.1) that for every u € M (dp) we have u € LP(dp) if and only if [u], < co. It
is also clear that [Au|pr = || [u]pe for every u € LP(dp) and every A € C. For every p € [1,00)
the Minkowski inequality implies that [-].» satisfies the triangle inequality, and is thereby a
norm [1]. In that case LP(du) is a Banach space equipped with the norm

(23 lull o = [ulzr = ( / IU(x)\pdu(fv))%

Moreover, for every p € (0,1) one can show that [-]» fails to satisfy the triangle inequality,
and is thereby not a norm. However, in that case LP(du) is a Frechét space equipped with the
metric

(2.4) d(u, v) e = [u—v]7 /|u —v(x)[Pdu(x).

Finally, we define the Lebesgue space L (du) by

(2.5) L= (dp) = {u € M(dp) : esssup {|u(z)|} < oo} .

zeX

You can show that L>(du) is a Banach space equipped with the norm
(2.6) l|lu|| L = esssup {lu(z)|} =inf {a>0: p(E.(a)) =0},

where E,(a) = {z € X : |u(z)| > a}. Here we adopt the usual convention that inf{()} = oo.
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2.1.1. Holder Inequalities. For any positive o-finite measure space (X, 2, dyu) the basic Hélder
inequality goes as follows [1, 3]. Let p, p* € [1, c0] satisfy the duality relation

1 1
Sro =1,
p P
Then for every u € LP(du) and v € LP" (du) we have uv € L*(du) with

(2.8) /IU(x) (@) dpz) < ullze o] g -

The basic Holder inequality has the following generalization. Let py,pa, -+, pn, 7 € [1, 0]
satisfy the relation

(2.7)

1 1 1 1
(2.9) — b=t — ==,
P1 P2 Pn T
Then for every uy € LP'(du), ug € LP?(dp), -- -, u, € LP*(dp) we have ujug - -+ u,, € L™(dp)
with
(2.10) ||u1 Ug - un||Lr < ||u1||Lp1 ||’u2||Lp2 ||’un||[,pn .

2.1.2. L? Riesz Representation Theorem. For every p, p* € [1,00] that satisfy the duality
relation (2.7), the basic Holder inequality (2.8) shows that every v € LP" defines a bounded
linear functional ¢, € (L?)* = B(LP,C) by

0,(u) = / o(e) ulz) du(z)

and that ||0,||(zr)« < ||v|| e, where by (1.3) we have

0, (u
(2.11) 0o l(zrys = sup {| ()l DU O}.
uerr | [|ullze
We claim that ||, ||(zey- = ||v||z»+. This is clearly true when v = 0, so suppose that ||v||,« > 0.
For p € (1, 00] the argument is easy. One sees that u = |[v[P"~!sgn(v) € LP with
lullze = llollp s and  Lo(u) = [loll]- -

Because u # 0, we infer from (2.11) that [|€,||(zry- > ||| Lo+

For p = 1 we have p* = co. Because ||v||~ > 0, we see from (2.6) that for every « such that
0 < a < ||v||z=~ one has pu({z : |v(z)| > a}) > 0. Let E, € ¥, such that E, C {z : |v(z)| > a}
and 0 < p(E,) < oo. One sees that u, = 1, sgn(v) € L' with

[uallr = p(Ea),  and  £y(u) =/ v(z)| dp(z) = a p(Ea) -

o

Because u, # 0, we infer from (2.11) that ||€,|[(ry)» > «. Because this holds for every o such
that 0 < a < [|v||ze, it follows that |[{,||(zr)- > ||V
Hence, for every p € [1, o0] we have

Loo.

1ol ey = [0l -

The mapping v +— £, is therefore an isometry from LP'(du) into (LP(du))* for every p € [1, o0].
The LP Riesz Representation Theorem asserts that this isometry is onto for every p € [1,00).
It is a consequence of the Radon-Nikodym Theorem [1] or the LP-Projection Theorem [3].

One of the most useful consequences of the LP Riesz Representation Theorem is the following
characterization of functions in LP(du).
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Lemma 2.1. Let u € M(du), p € [1,00], and C € [0,00). Then uw € LP(dp) with ||ul| < C
if and only if

(2.12) ‘/u(m)v(z) dp(x)

< C || for every v € LP(dpu).

Proof. The forward implication ( = ) follows directly from the basic Holder inequality (2.8).
For p = 1 the other direction simply follows by taking v = sgn(w) in (2.12). For p € (1, o0
define the linear functional ¢, by

ly(v) = /u(:c) v(z)du(x) for every v € LP'(du) .

It follows from (2.12) that ¢, € (LP(du))*. Because p* € [1,00) the L? Riesz Representation
Theorem then implies that there exists w € LP(du) such that

ly(v) = /w(m) v(z)du(x) for every v € LP(du) .

Hence, u — w € M(du) satisfies

/ (u(z) —w(z)) v(z)du(z) =0 for every v € LP/(du).

For every E € ¥, such that u(E) < oo we have that v = 1psgn(u — w) is in LP'(dy) for every
p* € [1,00]. The above condition therefore implies that u — w € M (du) satisfies

/ }u(x) — w(x)} du(x) =0 for every E € ¥, such that u(E) < oco.
B

We thereby conclude that u = w € LP(du). It follows that v = |ul[P~tsgn(u) € LP'(du) with

0] o+ = |lul|?y " By then setting v = |u|P~'sgn(@) into (2.12) we infer that ||ul|,, < C. O

2.1.3. Paired Bounds. Let K* denote formal adjoint of I, which is given by
(213) Crola) = [Ty otw) duly).

The operator K is bounded from LP(du) to L7 (dv) if and only if £* is bounded from L7(dv)
to LP'(du) where p*,q € [1, 00] are determined by the duality relations

(2.14) L+t =1, and 14L=1.

Moreover, ||K*|| g(ra(av),zo*apy) = Kl B(Lr@p),1e*(@)-

We will use the following criterion to establish the boundedness of both I and K*.

Lemma 2.2. Let k € M(dpdv) and C € [0, 00) such that for everyu € LP(du) and v € L9(dv)
we have

(2.15) / / k(. ) u(z) 0)| dyu(x) d(y) < C flull o o] 2o

Then K € B(LP(du), LY (dv)) and K* € B(L4(dv), L (du)) with
(2.16) KN 5o 2oy = 1K | ppa,oy < C
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Remark. The measures du and dv will be dropped from the notation for norms as we did in
(2.15) when there is no confusion about what measures are involved.

Proof. By (2.15) and the Fubini-Tonelli Theorem we see that for every u € LP(du) and
v € LI(dv) we have Ku € M(dv), K*v € M(du), and

[ kuty // .9 u(e) W) (o) () = [ o) o)

Hence, for every u € LP(du) we have Ku € M(dv) and

\/J@mew@ﬂgcwmwwm for every v € LA(dv)

By Lemma 2.1 we infer that Ku € L9 (dv) and that ||[Ku| e+ < C||lul/z». Because this holds
for every u € LP(dp), we conclude that K € B(LP(du), L (dv)) and that || K| ge pay < C.
Similarly, for every v € L(dv) we have K*v € M(du) and

/Ranw@mmm

By Lemma 2.1 we infer that K*v € LP"(du) and that || K*v||,+ < C||v||re. Because this holds for
every v € LI(dv), we conclude that £* € B(LY(dv), L’"(dp)) and that ||[K*||ge oy < C. O

< C||ul|gellv||za  for every uw € LP(dp),

2.2. Tterated Norm Bounds. We now give two basic bounds of the type (2.15).
Lemma 2.3. Let p,q € [1,00]. Let the kernel k satisfy the bound

(217) loriaan = ( ([ 1oz du)” w<0é<m.

Then for every u € LP(du) and v € L1(dv) we have

(2.18) / k() w(x) 03] du) du(y) < [kl o)

Similarly, let the kernel k satisfy the bound

(2.19) o ansran = ( ([ Izt ) w<0%<m»

Then for every u € LP(du) and v € Li(dv) we have
(2.20) [ Ikt a0 0 (o) ) < Wl

Remark. The spaces L% (dv; LP (dy)) and LP'(du; L9 (dv)) are called iterated spaces. They
are equipped with the so-called iterated norms || - || o*(ay; (@) a0d || - || Loy e7avy) defined
above by (2.17) and (2.19). The bounds (2.18) and (2.20) are called iterated norm bounds.

Proof. Let I(k,u,v) denote the quantity on the left-hand side of (2.18) and (2.20) — namely,
let

(2.21) I(k,u,v) / |k(z, y)u ‘d,u dv(y) .

In order to ensure that this quantity makes sense, we assume for the moment that u, v, and k
are simple functions with respect to the measures du, dv, and du dv respectively.

[ za -
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The first iterated norm bound (2.18) is derived as follows. By the basic Holder inequality

(2.8) one has
[ Ikt uto) ante) < ([ bt >) Jullzoian

Upon first using this bound and then applying the Holder inequality again, we derive the bound

1) = [ ([ o) u)]aute)) o)l o)
S/(/\k(x,y)lp*du(ﬁ));*\v(y)ldV(y) [l Logap)

< ||k||L‘1*(du;LP*(du)) ||U||Lp(du) ||U||Lq(dy) .

The first iterated norm bound (2.18) then follows by a density argument.
The second iterated norm bound (2.20) is derived by simply reversing the roles of x, u, p,
and dg with those of y, v, ¢, and dv. By the Hoélder inequality one has

/}k z,y) v(y)| dv(y) (/ “ dy( )) V]| o) -

Upon first using this bound and then applying the Holder inequality again, we obtain the bound

Ik, 0) = /(/\kxy o) dvly )\u(x)|d,u(x)

1

S/(/\k(fc,y)lq*dV(y))q_*\U(x)|du(f€) V[l aan)

< [kl zorapszarany) 1@l ocan 101l Lagav) -

The second iterated norm bound (2.20) then follows by a density argument. O
Remark. The Minkowski inequality for integrals [1] implies that

&N Lo (avsomamyy < Bl Lo*appar@y Whenever p* < ¢~

(2.22) . »
&l Lo (@ patavyy < Il Lo*(avco*(any ~Whenever ¢* < p*.

In the first case we can conclude that the first iterated norm bound (2.18) is the sharper one,
whereby we conclude by Lemma 2.2 that X € B(LP,L?) and K* € B(L4, LP") with

(2.23) IKN 5er,zey = IK | B(ra,ory < Nkllpapory  for every k € LT (dv; LP(dp)) -

In the second case we can conclude that the second iterated norm bound (2.20) is the sharper
one, whereby we conclude by Lemma 2.2 that K € B(LP, L") and K* € B(L9, LP") with

(2.24) H’CHB(LP,LQ*) = H’C*HB(LQ,LP*) < HkHLP*(Lq*) for every k € Lp*(d,u; Lq*(d’/)) .

Remark: When either 1 < p* < ¢* < oo and k € L9 (dv; LP"(dp)) or 1 < ¢* < p* < oo and
k € LP(du; LT (dv)) then we can conclude that the bounded operators K and K* from (2.23)
and (2.24) are moreover compact. This is because one can show that the finite-rank kernels
are dense in the spaces L9 (dv; LP'(du)) and LP(dp; LY (dv)). The classical Hilbert-Schmidt
compactness criterion is the special case p = q = 2.
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Remark: When p = ¢ in the iterated spaces LP'(dv; LP'(du)) and LP(dp; LP'(dv)) coincide
with

LP(dv; LP(dp)) = LP (dp; L (dv)) = LP (dpudv).
Moreover, the iterated norms given by (2.17) and (2.19) also coincide with

HkHLP*(dV;LP*(dM)) = HkHLP*(du;LP*(du)) = ||k||LP*(dudV) :

If these are finite then K is bounded from LP(du) to LP(dv) and K* is bounded from LP(dv)
to LP(dp). If moreover p* < oo then K and K* are also compact by the previous remark.

Remark: In some cases the iterated norm bounds (2.18) and (2.20) are sharp. Specifically, it
can be shown that when p € [1,00] and ¢ = 1 one has

1K Bzr,=y = (1K | 5w Loey = Nkllpoo oy for every k € L(dv; L7 (dp)),
while when p =1 and ¢ € [1, 0] one has
IKN 5t 2oy = IK* | Beza,eoey = [kl oe(rary  for every k € L®(dp; L (dv)).

2.3. Young Integral Operator Bounds. The results of the previous section include the
following. If k € L>(dpudv) then for every u € L'(du) and v € L' (dv) we have

22) [ Ik o) 0] due) dvl) < Klnanllolos ol
If k € L>(dy; L"(dv)) for some r € [1,00) then for every u € L*(du) and v € L™ (dv) we have

(2.26) / / k(2 y) ule) 0] dux) duly) < Mmoo lullo o]l

If k € L>(dv; L (dy)) for some r € [1,00) then for every u € L™ (du) and v € L'(dv) we have

(2.27) / k(2 y) u(@) v(y)| du(z) dv(y) < 1l @@ el - o]z

In this section we show that if & € L*(L")(du,dv) = L>®°(dv; L™ (dw)) N L>°(dp; L™ (dv)) for
some r € [1,00) then, in addition to the bounds (2.26) and (2.27), we have an entire family of
Young integral operator bounds.

Theorem 2.1. Let k € L*(L")(du,dv) for some r € [1,00). Let p,q € [1,7*] satisfy the
relation

(2.28) S+ =2,

Then for every u € LP(dp) and v € L(dv) we have

? du;Lr(d,,))||k||27oo(dy;y(du))||u||LP [v][La -

(2.29) / k(2 y) u(z) v(y)| dp(z) dv(y) < ||k
Moreover, we have K € B(LP(du), LY (dv)) and K* € B(Lq(dy) LP(dp)) with

(2-30) ||’C||B(LP,Lq*) = ||’C*||B(Lq,Lp (dv)) ||k||L°° dv; L7 (dp))
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Remark. The case r = oo is already covered by (2.25) because in that case relation (2.28)
would require that p = ¢ = 1. The case r € [1,00) and p = 1 is already covered by (2.26)
because in that case relation (2.28) would require that ¢ = 7*. The case r € [1,00) and ¢ = 1
is already covered by (2.27) because in that case relation (2.28) would require that p = r*.

Proof. The case ¢ = oo is covered by (2.26) with » = 1 because in that case relation (2.28)
would require that p = r = 1. The case p = oo is covered by (2.27) with r = 1 because in that
case relation (2.28) would require that ¢ = r = 1. Therefore we only have to establish the case
when p, q,r € [1, 00) satisfy relation (2.28).

We will apply the general Holder inequality (2.10) to the three functions

U(z,y) = [k(z,9)[7 [o(y) |7, Ve,y) = [k y)|7 [u(@)][, Wz,y) = |u@)]F|o(y)
Relation (2.28) implies that
FrEet,

4
F

+L=1, 242

L~
<

q
e
One thereby sees that

|k, y)| [u(@) [o(y)] = Uz, y) V(z,y) W(z,y) .

Because relation (2.28) also implies that z% + q% + TL = 1, the general Holder inequality (2.10)
yields

I{u,v,w) = / Ik )] ()] o)) dp(z) dury)
:L//ﬁf@ay>v«ay>w7uay>du@»du@»

< ||U||L7’*(dudu) ||V||L‘1*(dudz/) ||W||L7"*(dud1/)
- a r

* B P L*
@ VllZe fo ol vl Z

(auy I

(dv)) Hkaoo(dy;LT(du)) [ul| o [0 e ,

whereby the Young integral operator bound (2.29) holds. Assertion (2.30) then follows from
Lemma 2.2. O

2.4. Interpolation Bounds. The family of Young integral bounds (2.29) belongs to the larger
class of interpolation bounds. We will develop interpolation bounds in the following setting.
Suppose that for some pg, qo, p1,¢1 € [1, 00| the kernel k satisfies the bounds

[ Itz u) 0] du(o) ) < Co o o]

for every u € LPo(du) and v € L% (dv),

s v (dp) (dv)
/\kxy o] dule) dv(y) < C lull o o] o

for every w € LP*(dp) and v € L9 (dv),

These bounds imply the operator K belongs to B(LP°(du), L%(dv)) and to B(LP*(du), L4 (dv)),

where the usual duality relations q% + q% =1 and q% + q% = 1 hold. Interpolation will allow us
0 1

to extend all of these results to other spaces.
Rather than develop the full Riesz-Thorin interpolation theory for L” spaces [1], here we will
simply employ the following elementary interpolation lemma.
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Lemma 2.4. If the kernel k satisfies the bounds (2.31) for some py, qo, p1,¢1 € [1,00] then for
every t € [1,00] it satisfies the interpolation bound

/ k(e y) u(e) )| du(x) du(y) < CF CF lfullpollo]| oo
for every u € LP(dp) and v € Li(dv),

(2.32)

where t* € [1, 00| satisfies % + ti =1, and p, q € [1,00] satisfy the interpolation relations
1 1 1 1 1 1

(2.33) - = + —, = —
p tpo Iy q " tq

Moreover, we have K € B(LP(du), L9 (dv)) and K* € B(L4(dv), LP"(du)) with

11
(2.34) 1K 5@ Loy = 1K | ppa,ry < C57CY -
Here the usual duality relations % + ]% =1, and % + q% =1 hold.

Proof. Suppose that either pg # p; or gy # ¢1, because otherwise there is nothing to prove.
When ¢t = oo or t = 1 then (2.32) reduces to the first or second bound of (2.31) respectively.
We thereby only need to establish (2.32) when ¢ € (1,00). Because (2.32) clearly holds when
either u = 0 or v = 0, we only need to consider cases when both v # 0 and v # 0.

We first consider the case when neither py = p; = oo nor ¢y = ¢; = 0o. Because t € (1, 00)
we see from (2.33) that p, g € [1,00). Hence, whenever u € LP(du) and v € L9(dr) we observe

that [ul7 € LP(dp), [u|m € L (dp), |u\% € Lo(dv), and |v|n € L9 (dv) with
u = ||u||7%, v qo . v 7,
. I = Bl 0 = Dol
[ule],,., = HUHLIH ol | 0y = lollz
Given (2.33), for every A € (0, 00) the classical Young’s inequality gives
t*

] o] = | ™55 [0 Jul ™ Jo]7n Il g5l ol

Upon multiplying this inequality by |k|, integrating with respect to dudy over X XY, and
using the assumed bounds (2.31) along with the observations (2.35), we find that for every
u € LP(du), every v € Li(dv), and every A € (0, oo) we have the bound
N a
||U|| ||UH r L [ull 2 l[vll s -

(2.36) / }/{: z,Y)u ‘d,u dv(y) < Y

When u # 0 and v # 0 the right-hand side above attains its minimum over \ € (0, c0) at

1
4 ™t

Cy IIUI| vl

e IFAT

The interpolation bound (2.32) is then obtained by setting this value of A into (2.36).

The cases when either py = p1 = 00 or gy = ¢1 = 00 can be treated in the same framework.
When pyg = p; = oo we can set p = oo and p% = p% = 1 in the above argument and it goes
through as written. Similarly, when ¢y = ¢; = oo we can set ¢ = oo and qio = qio = 1 in the

above argument and it goes through as written. We have therefore established the interpolation
bound (2.32) for all cases. Assertion (2.34) then follows from Lemma 2.2. O

A:
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We now apply the Interpolation Lemma 2.4 to a kernel k which for some r, s € [1, 00| satisfies

the bounds
Ls(dv;Lr(dp)) = (/ </|k‘ z,y)|"dp( )) du(y)) <00,
Lo(dpsLr(dv)) _</</|kxyrdl/ ) du(z )) < 0.

Without loss of generality we can assume r < s because in that case ||k||zszry < ||k||rLs) for
each of the above norms. We can assume moreover that » < s because when r = s the bounds
in (2.37) coincide, so the Interpolation Lemma cannot yield further boundedness results.
Remark: In the symmetric setting in which (X, X, dp) = (Y, X,,dv) and |k(y, )| = |k(z, )],
the two bounds in (2.37) reduce to the single bound

Lo (dp L7 (dp) —(/(/Mxyrw/0<w(0%<m-

This setting is common in applications.

The iterated norm bounds of Section 2.2 show that the bounds (2. 37) on k imply the following.
Because k € L*(dv; L (du)), then for every v € L™ (dy) and v € L*(dv) we have

o [

1%

(2.37)
It

(2.38) |k

@39 [ k) ule) 0] due) dvl) < IRl ol ol
Because k € L*(du; L™ (dv)), then for every u € L¥(du) and v € L™ (dv) we have
2a0) [ k) ule) 0] due) ) < IRl ol ol

In this section we show that because k € L*(L")(du,dv) = L*(dv; L"(dp)) N L¥(dp; L7 (dv))
then, in addition to the bounds (2.39) and (2.40), we have a family of interpolation bounds.

Theorem 2.2. Let k € L*(L")(dudv) for some r,s € [1,00] such that r < s. Let p,q € [s*, 1]
satisfy the relation

1 1 1 1
(2.41) St -+ -+ -=2.
Y% q T S

Then for every u € LP(du) and v € Li(dv) we have the interpolation bound

1 1
242 [ k) 0) T i) dvly) < IR a1 H1

Ls(dp; LT (dv)) HUHLP HUHL‘I )

where t* and t are given by

1 1 1 1 1 1 11
1 s p q 1 p s g
(2.43) A1 11 1 (-1 1°-1 1

Moreover, we have K € B(LP(du), LY (dv)) and K* € B(Lq(dy) Lp*(d,u)) with

(2-44) HICHB(LP,L‘Z*) = H’C*HB(L‘Z,LP < ||]f

When s < oo the operators K and KC* are also compact.

Ls(dv;L7(dp)) Hk Ls(dp; L™ (dv)) *
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Remark: When s = oo this reduces to the Young Integral Operator Theorem 2.1.

Proof. Upon applying the Interpolation Lemma 2.4 to the bounds (2.39) and (2.40) with
po=71%q =5 p1 =5, q=1rC)=|k Le(dusLr(dv)), for every
t € [1, 00] we obtain the interpolation bound

Lo(dvsLr(dp)), and Cp = ||k|

1
Lo (AL (dv)) [ullelv]| Lo

/ k(2 y) u(@) 09| due) dv(y) < IR qmriam IE]

(2.45)
for every w € LP(dp) and v € Li(dv),
where
1 1 1 1 1 1
2.46 = — - = .
(246) p * ts*’ q trs* * tr*

It is clear from (2.46) that p,q € [s*,7*] and that

(2.47) LI U
p q r* s
The relation is equivalent to relation (2.41).

Conversely, if p,q € [s*,7*] and relation (2.47) holds then there exists a unique ¢ € [1, 0]
such that p and ¢ are given by (2.46) — namely, the unique ¢ given by (2.43). Hence, bound
(2.45) is exactly bound (2.42). Assertion (2.44) then follows from Lemma 2.2.

Finally, the fact that the operators K and K* are compact when s < oo follows because in

that case one can show that the finite-rank kernels are dense in the spaces L(dv; L"(du)) and
Lo (dy; LT (dv)). O

Remark: When r € [1,2] (so that » < r*) and s = r* then for every p € [r,7*] one sees that
K € B(LP(du), LP(dv)) and K* € B(LP'(dv), LP'(dp)) with

1 1
t* t
Lt @y U L@ an))

1Kl B(re,ry = 1K™ geroe ovy < ||K

*

where ¢ is given by (2.43). In this case ¢ = p*.

Remark: Let p satisfy ]% = Ti + Si Notice that p is the harmonic mean of r* and s*, so that

p € [s*,7*]. One sees that K € B(LP(du), LP"(dv)) and K* € B(LP(dv), L (dp)) with

% ||k 2
Lo (v Lr(dw) IR Lo (s Lr (av)) -

KN 5eee, oy = K" pzo,noey < [IK|

In this case ¢ = p.

3. HARDY-LITTLEWOOD BOUNDS

The interpolation bound (2.42) cannot be applied to kernels over RY x R? of the form
k(z,y) = |z —y|~~ for some r € (1, 00) when du and dv are each Lebesgue measure because in
that case both ||k zs(av; L (du)) and ||| £s(auLrv)) are not finite. This problem was overcome by
bounds that grew out of the pioneering work of Hardy and Littlewood [2]. Their work led to a
class of spaces that allow the treatment of such kernels — namely, the weak Lebesgue spaces.




INTEGRAL OPERATORS 13

3.1. Weak Lebesgue Spaces. For any positive o-finite measure space (X,%,,du) and any
p € (0,00) we define the weak Lebesque space LP (du) by

3.1) () = fue Midw < sup {n(Bufa))} <o

where E,(a) ={z € X : |u(z)| > a}. It is easy to check that L2 (du) is a linear space.
For every p € (0,00) it is clear that LP(du) C LP(du). Indeed, for every uw € LP(du) and
every a > 0 the Chebyshev inequality yields

uEa) = [ @< 5 [ p@rdne < 5 f i) -

oP

1 p

o (] Lo an -

It thereby follows that

sup {aPu(Eu(@))} < [u]fp, < o0,

whereby u € L (du). In general LP (du) is larger than LP(du). For example, when X = R” and

dp is the unsual Lebesgue measure on R” then it can be shown that the function u(x) = |x|_%
is in LP (dy) but it is clearly not in LP(dpu).
For every p € (0,00) we define the magnitude of every u € L? (du) by

(3:2) [u] ., = (iglg{a”u(Eu(a))})% :

It is clear from (3.1) that u € L% (du) if and only if [u];» < co. However, [-];» is not a norm.
While it satisfies [Aulpp = |A|[u]ze for every u € LP(du) and A € C, it fails to satisfy the
triangle inequality. However, the next result shows there is an equivalent norm for p € (1,0).

Theorem 3.1. For every p € (1,00) and every u € M(du) we define

(33) Jullzy = sup { — [ ol duta) s u(E) € <o,oo>} .
Eex, M(E)p* E
For every uw € M(dp) we can show that w € LP (dp) if and only if ||ul|e < co. Moreover,
(3.4 (g < lulliy < pluluy for every u € Li(dn) .
Remark. It is easily checked from definition (3.3) that || - ||z is a norm. The result stated

above and proved below shows that the space L? (du) is characterized by the finiteness of this
norm for every p € (1,00). Finally, if u € LP(du) for some p € (1,00) then by applying the
Holder inequality inside the supremum of (3.3) and using the fact that |1z« = ,u(E)Pi shows
that ||u||pz < |lul/zr. Here 15 denotes the indicator function of the set E.

Proof. First assume that ||ul[zz < co. We claim this implies pu(E,(a)) < oo for every o > 0.
Indeed, suppose otherwise. Then p(E,(«)) = oo for some a > 0. One can then construct a
sequence {E,}neny C X, such that £, C E,(a) = {z € X : |u(x)] > a} and u(E,) € (n,0)
for every n € N. It follows that

1
T
1(En) 7"

/ ()| dpu(z) > —— (B o = p(B)b a — 0o asn — oo.
. p(En)?
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But by (3.3) this contradicts |u||,» < oco. Hence, u(E,(c)) < oo for every a > 0. Moreover,
whenever p(E,(c)) > 0 we have u(E,(a)) € (0,00) and by (3.3)

1
*

pEae) = [ @< [ )lane) < Lol p(E@)

This implies that u(Eu(a))% < ||ul|ze /o for every o > 0. It thereby follows from (3.2) that

e = (sup (0B} ) <l < .
whereby u € LP (du) and the first inequality in (3.4) holds.
Now assume that u € L? (dyu), whereby [u]r» < co. We see from (3.2) that
[u]zg
oP

(3.5) p(Ey(a)) < for every o > 0.

The key new tool we will use is the so-called layer-cake decomposition of |u(x)|,

|u(z)| 00
|u(:v)| = / da = / 1{|u(m)‘>a} da.
0 0

Let £ € ¥, such that u(E) € (0,00). The Fubini-Tonelli theorem then yields

(3.6) /|U ) dp(z // L{ju(z)>a} dardp(z) //1Eu dp(x

We see from (3.5) that the above inner integral can be bounded as

oP

/ElEu ydp(r) < min{u(E), p(E,(a))} < min{M(E)v [U]Lf”} :

When this bound is placed into (3.6), and the variable of integration is rescaled appropriately,
we obtain

[t < [ [ snmntoran < [mindue). e L
:uEt}*[u]Lg/O min{ ;}da— W(E)> [u)pn </01da+/1wa_pda)

— (B Tulyg (1 i ﬁ) — " u(E)*

[ulzs, -

It then follows from definition (3.3) that

[l g, = sup{

whereby ||u||,» < oo and the second inequality in (3.4) holds. O

)| dp(z) - p(E) € (Oam)}ép*[U]qu<OO,
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3.2. First Hardy-Littlewood Bound. The derivation of this bound is straightforward.
Theorem 3.2. Let r € (1,00). For every kernel k that satisfies

(3.7) ||kl zoo sy, (av)) = esssup{ sup { L [E|k(x,y)\ dv(y) : v(F) € (0,00)}} < 00,

vex | pes, | v(E)
the integral operator IC defined by (1.1) satisfies the bound
(3.8) 1Cull 2y () < Bl oo (apsir, @) 1ll iy for every w € L (dp) .
Remark. Bound (3.8) shows that the operator K is bounded from L'(du) into L7 (dv) with
(39) IKllpon sy < Ikllmeg) for every k€ L (dj L, (dv)).

This result should be compared to (2.24) with p =1 and ¢ = r*.
Proof. For every E € ¥, such that v(E) € (0,00) we see by Fubini-Tonelli and (3.7) that

1 1
o L) < o [l ane) aviy
1

:/ V()=

< ||]€||L00(du;Lz,(du)) HUHLl(du) :

/E \k(x,y>|du<y>] fu(a)] du(a)

By taking the supermum over all such E and using (3.3) we obtain (3.8). O

3.3. Second Hardy-Littlewood Bound. The derivation of this bound again uses layer-cake
decompositions, which were introduced in the proof of Theorem 3.1.

Theorem 3.3. Let p,q,r € (1,00) satisfy the relation
1 1 1

(3.10) Sy -=2.
p q T

There exists a positive constant CP%" such that for every kernel k that satisfies

Cp = ess Sup{sup{vru(Ek(v))(y)}} < 00,

yey >0

(3.11)
O — ess sup{sup{wEm))(x)}} < oo,

zeX >0

where Ex(v) = {(z,y) € XXY : |k(z,y)| > v}, the integral operator K defined by (1.1) satisfies
the bound

11
(3.12) IKul| o < CBY"CF" CF [ulge  for every u € L2 (dp) .

Here we will establish (3.12) with

(313) Cg}ﬂlﬂ‘ — p q r — p*r* _'_ q* .
pr
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Remark. Notice that CP%" given by (3.13) is universal in the sense that it is independent of
the underlying measure spaces (X, X,,du) and (Y, %, dv).

Remark. Conditions (3.11) on k are equivalent to the norm conditions

u(E) € (0700)}} <00,
V(E)E(O,oo)}}<oo.

Indeed, by following the argument that led to (3.4) we can show that

&l e w2, apey) = €8 Sup{ sup {

yey Eex,

||k||L°°(du;sz(du)) = €8S Sup{ sup {

reX Ecy,

1

1 1
(314) CJ S ||k||L°°(dV;LZJ(du)) S ’I“*C;[ s C < ||k||Lw(dM ;L7 (dv)) < r CT .

By replacing C), and C, in the second Hardy-Littlewood bound (3.12) accordingly, we obtain

HICuHLq <Oyt T (dp)) HkHLoo (dp: L7, (dv)) [uls,
for every k € L"O(LZU)(du, dv) and w € L (dp),

where CP%" is given by (3.13). This is a weak Lebesque space analog of bound (2.30) that we
obtained from the Young integral operator bound (2.29).

Proof. Because the bound (3.12) clearly holds when either u = 0 or k = 0, we only need to
consider the case when u # 0 and k # 0. We can thereby normalize u so that [u];» =1 and

assume that C,, and C,, are strictly positive.
Let E € ¥, such that v(E) € (0,00). Define

E%no=:AJKu@ﬂdu@>

By the layer-cake decompositions

W%MZ/lmmwM% |(ﬂ—/1mmw®,
0 0

and the Fubini-Tonelli Theorem we have

b < [ 1o el ana) dvty)
S/O /0 //1{k($,y)>7}1{U(w)|>a}1E(y)dU(z)dV(y) dyda.

We can obtain three upper bounds of the double integral over X x Y in (3.15) by successively
replacing each of the three indicator functions by 1. This procedure yields

/ / L{kaw)>7) Tju@)>ay 1e(y) du(z) dv(y) < Ula) v(E),
/ / Lkt 57} Hju(@)>a)y 1e(y) du(z) dv(y) < Ku(y) v(E),

// k@) >} Yu@)>ay 1(y) du(z) dv(y) < K, (v) U(a),

(3.15)
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where

Ula) = /1{u(x)|>oz} du(), K, (v) = ess Sup{/1{|k(x,y)|>'y} du(z)} ,

yey

(3.16) K, (7) = esssup{/l{k(x,y)>*/} du(y)} :

zeX

By then using the minimum of these three upper bounds in (3.15) we obtain

(3.17) Ip(k,u) < /Om/ooomin{U(a) v(E), K.(v)v(E), K,(v)U(e)} dyda.

The normalization [u];» = 1 and hypothesis (3.11) on k implies that for every a, vy € (0, 00)
we have

1 C C
< = K < K K, (y) <=,
V) s o KT K) <

When these bounds are placed into (3.17) and the variables of integration are appropriately
rescaled we obtain

IE(k,u) S/ / min{ V( ) s V( )CM, C } d do
o Jo a? o aPy”
P A E
= ]/(E)q Cl/« Cy /0 /0 mll’l{& s ? s apfyT} d’}/ do.

We then see from definition (3.3) that

—Ip(k,u) : v(E) e (0,00)} < CPeT O OF

Kull, ¢+ < sup
IRl EEEV{V(E)q

with CP%" given by
oo [0 1 1 1
char :/ / min{—, —, } dy da
aP ,yr ap,yr
//,, Tdfydoz—l—// pdad7+/ / a Py "dady
T yP

= /a‘rﬁ*domL— ”y_PL*dfy—i-——
0 1 p r

r—1
1 * 1 * 1 1 *qtr* 1 1 1 *atr*

L, — T, Sy + =+ G
r—1p p—1r p—1r—1 pr p*orr qg* pr

S|

Therefore the second Hardy-Littlewood bound (3.12) holds with C%%" given by (3.13). O

Remark. We can derive other bounds by these methods. For example, if k € L>®(L")(dpdv)
for some r € (1, 00) then for every u € Lfﬂ(du) we can show that

|Kul|pr <7

d,u,Ll(dy ||k||L°°(dy L1(dp)) [U]LL] .
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3.4. Third Hardy-Littlewood Bound. The derivation of this bound again uses layer-cake
decompositions much as they were used in the proofs of Theorems 3.1 and 3.3. However here
the argument will be far more technical because we will be working with classical Lebesgue
spaces rather than just weak Lebesgue spaces.

Theorem 3.4. Let p,q,r € (1,00) satisfy the relation
1 1 1

(3.18) SpS4-=2.
p q T

There exists a positive constant CP9" such that for every k that satisfies

= essup{sup B} < oo,

(3.19) ver Ao
6, = esssupdsuplu(Bu) )} } < 0,
zeX >0
where Ex(y) = {(x,y) € XXY : |k(x,y)| >}, one has the bound
( 3| dia( < om0r O CF ullpe [[ollzs
20 [/\xy 0| dule) duly) < €717 G CF ulus o]l

for every u € LP(dp) and v € Li(dv),
Here we will establish (3.20) with

,r* p* %_,’_p*f'r* q* _+q*7 p*q*r*
(3.21) corer — [ L < .
pg \ 7 r pqr?

Remark. Notice that CP?" given by (3.21) is universal in the sense that it is independent of
the underlying measure spaces (X, X,,du) and (Y, %,,dv).

Remark. By replacing C,, and C,, in the third Hardy-Littlewood bound (3.20) with r*-powers
of the norms ||k|| o (qu;Lr (ap)) and ||k|| Lo (auLr (v)) in accord with the bounds (3.14), we obtain

[ Itz 0 0] duto) avy) < cra
for every k € L*>(L! )(du,dv), u € LP(du), and v € L(dv),

where CP%" is given by (3.21).

Remark. Bound (3.20) and the above remark show that the operator K defined by (1.1) is
bounded from LP(dy) into L7 (dv) with

Sl

) ||k||1§7oo(du;%(du)) [ullze [J]| s

1 1 o
1K 5(zo,pay < CP*7Cm CF < CPY || oy

w(dp)
for every k € L*(L! )(du,dv).

(3.22) L, (d))

This should be compared with bound (2.30) that we obtained from the Young integral operator
bound (2.29). For each r € (1, 00) that bound requires the kernel & to be in the more restrictive
class L>°(L")(du,dv), but includes the cases p = 1 or ¢ = 1. From (3.18) and (3.21) we see
that CP?%" — oo as either (p,¢*) — (1,r) or (p,q*) — (r*,00), whereby bound (3.22) breaks
down in these limits. The breakdown at (1,7) should be contrasted with bound (3.9), in which
the range of K is L] (dv) rather than L"(dv).
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Proof. Because the bound (3.20) clearly holds when either u = 0, v = 0, or &k = 0, we only
need to consider the case when u # 0, v # 0, and k& # 0. We can then normalize v and v so
that

(323)  full = ( / IU(x)Ipdu(w))% “1 ol = ( / |v<y>|qdv<y>)% =

and assume that C, and C, are strictly positive.

Define
I(k,u,v) //‘kxy ‘d,u dv(y) .

For any set E, let 15 denote its indicator function. By the layer-cake decompositions

Vf(x,y)IZ/o L ik(ey)>v3 47 \u(:c)|:/0 1{ju(@)|>a} da, \v(y)|:/0 Ljo()>py 40 ,

and the Fubini-Tonelli Theorem we have

(3.24) f(kauav)z/o /0 /0 //1{|k<m,y>|>w}1{|u(m)>a}1{|v<y)>ﬁ}dﬂ(f€)dV(y) dydads.

We can obtain three upper bounds of the double integral over X x Y in (3.24) by successively
replacing each of the three indicator functions by 1. This procedure yields

/ / Lk >+ Lu@)>at Lo > du(z) dv(y) < U(@)V(6),
/ / L{k(ea)>4) Lju()>at Lo >y dp(z) dv(y) < K.(mV(B),

/ / k() >9) Lju@)>a) Liuw)>sy du() dv(y) < K, (v)U(a),

where

U(a) :/1{|u(x)>a} du(z),  Ku(y) = essesyp{/l{k(x,y)w} dp(z)
Y

(3.25) } |
V(B) :/1{|v(y)>ﬁ} dv(y),  K.(y)= eSSSUp{/l{k(x,y)w} dV(y)} ~

zeX

By then using the minimum of these three upper bounds in (3.24) we obtain

(3.26) I(k,u,v) < /OOO/OOO/OOOmin{U(a)V(ﬁ), K,(y)WV(3), K,(v)U(a)} dydads.

Hypothesis (3.19) on k& implies that for every v € (0, 00) we have

u(y) < =, K,(vy) <

Q
2|0

When these bounds are placed into (3.26) we obtain

(3.27) I(k,u,v) ///mln{ V(3), C“V(ﬁ),c”gr(a)}dvdadﬂ.

fy?"
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The integral over 7 in (3.27) can be evaluated exactly. When U(«a)V () = 0 it vanishes.
When 0 < C,U(a) < C, V() we obtain

1

/ooomm{U(aW(ﬂ)’ Cu‘yi(ﬁ) ) Cugr(a)} dy = U(a)V(B) /O(V%)crw +U(a) /;))1 % dy

— O U(Q)V ()7 .

Similarly, when 0 < C,V(5) < C,U(«) we obtain

[T v, SE ST 4 v v,

Because whenever U(a)V () > 0 we have that C’,,%U(a)V(ﬂ) < C’ U(c)7V(8) if and only if
C,U(a) < C,V(B), we see that in all cases

ﬂ|)_,

/0 Oomin{U(a)V(ﬂ), Cﬂzr(ﬁ) , C”gf“)} @y = min{ CEU(@)V(9)* . CiU@)FV(B)} |

When this evaluation is placed into (3.27), we obtain

(3.28) I(k,u,v) / / mm C Ule)V(8)-

At this point we would like to bound the right-hand side of (3.28) using only the fact that u
and v satisfy the normalizations (3.23). Definitions (3.25) of U(«) and V'(3), the Fubini-Tonelli
Theorem, and our normalizations (3.23) for v and v imply that

/ o 'U(a da—/ o’ 1/ Lju(@)[>a} dpi(z) da // " Yu@)>ap dordp(z)
u(e)
—// Pt da dp(x) /|u )P dp(z

(329 /ﬁq W (B)d3 = /ﬁq /1{|v(y >0 dv(y) dB = // B9 o) \>5}dﬁdV()

/ ﬁq LdB duly) /|v )P du(y)

We therefore we would like to bound the right-hand side of (3.28) using only these identities.
It is clear from (3.28) that for every A € (0, 00) we have the bound

I(k,u,v) <r’ // V% dﬂdomL/ /zﬂ
s

1 1
= L

O U(a)%V(ﬁ)} dfda.

V(B)dfda

tﬂh-

Q m'a

(3.30)

SliS)
g}\»—t

dﬁda+// Cu (@)™ V(3) dadf] .
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Next we apply the Holder inequality to bound the inner integrals above as

/ oy as < (f g ow)1 (o v as) .

AP P ) \B@P - 1 0 L
/ U(a)™ da < (/ a” " da) (/ o U () da) :
0 0 0

Because relation (3.18) implies that rqr_—*l =1—-%L and 7“’%1 =1- Z—I, we see that

*

)\%ag a1 p* N p* - r
/ B dp = = (Maa)p == (A?*ozp_l) ;
0 qr qr

AP B x e x ) ,
/ a_rpr*l da = q— (A_;ﬂ%) - q— (A_Fﬂq_1> .
0 pr pr

32) to evaluate the right-hand sides of (3.31), we obtain

(3.31)

(3.32)

Hence, by using (3.29) and (3

T

Afaz N 1\~
[ verass (L) ve (2)
0 qr q
T N &
/ U(a)™ da < (q—) AT gL (1) .
0 pr p

Upon placing these results into (3.30) and again using (3.29) to evaluate the remaining integrals,
we see that for every A € (0,00) we have the bound

1

(C,,p—) P (CM q—) T A—J*] .
r r

The right-hand side of (3.34) attains its minimum over A € (0, c0) when

SliS]

(3.33)

*

,
3.34 Ik, u,v) < —
(3.34) ( ) o

1

1 1
Ll N L/l N e
Cy (—) -y <—) w1 =0.
p q

We can use the fact that z% + q% = 1 which follows from relation (3.18), to solve the above
1

equation and find that this minimum is attained at A = (C,/C,)* (p*/ ¢*)™. By placing this
value of A into (3.34) and again using relation (3.18), we obtain

r 1 T 1 T
* >k T >k p*'r* * T % q*'r*
I(k,u,v) < T (p—) (p—*) + (—q ) (—q*)
pg\T q r p
* i E3 l"l‘i*r * * - *T * * - *T.* * l.“l“* ok 1 1
r r o op*r p*r q*r T gFr L L
= — (p—) (—q ) + (p—) <—q ) ] Cp CY
pq r r T r

1 1
oFE ey
e

1 T

* * St == * l.“l‘ *T.* 1 1
r r | p¥r rog¥r r r - s
pg \T r q p

T T

* % l+ﬁ * l‘i‘ F ok 1 1
r r | p¥*r T g*r L =

- (p—) (q—) e
pg\r r

Therefore the third Hardy-Littlewood bound (3.20) holds with CP%" given by (3.21). O
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4. CONVOLUTION OPERATORS

Let (G,+) be an Abelian group with Haar measure dm defined over the o-algebra X,,.
(Recall that the Haar measure is a positive measure that is translation invariant; it is unique
up to a positive constant factor.) Given two functions w and u defined over GG, we define their
convolution to be the function w * u that is formally given by

(4.1) wxu(y) = /w(y —x)u(z)dm(z).

This can be viewed as an integral operator of the form (1.1) where X =Y = G, du = dv = dm,
Y, =%, =%, and k(z,y) = w(y — ). Such operators are called convolution operators. In
this setting, w is called the convolution kernel. In this section we derive bounds that ensure the
convolution (4.1) maps between either classical Lebesgue spaces or weak Lebesgue spaces. We
will start by specializing the Young integral operator bound (2.29), and the Hardy-Littlewood
bounds (3.8), (3.12) and (3.20) to this setting. We will then give a Calderon-Zygmund bound
in the setting where G = R” and dm is Lebesque measure over R”.

4.1. Young Convolution Inequality. The Young convolution inequality follows directly from
Young integral operator bound (2.29).
Corollary 4.1. Let p,q,r € [1, 00| satisfy the relation
1 1 1
(4.2) S 4-=2.
p q T
For every u € LP(dm), v € LY(dm), and w € L"(dm) we have

(4.3) / / ol — @) u(z) o(g)| dm(x) dm(y) < llullon ol [w]lor

Proof. Because k(z,y) = w(y — ) and w € L"(dm), we see that k € L>®°(L")(dm,dm) with

|E| oo (dminr @my) = [|w]|£r@m) < 0o. Because relation (4.2) implies both that p,q € [1,7*] and
that relation (2.28) holds, it therefore follows from (2.29) that the Young convolution inequality
(4.3) holds. O

4.2. Hardy-Littlewood-Sobolev Inequalities. These inequalities are specializations of the
Hardy-Littlewood inequalities to convolution kernels k(x,y) = w(y — x). In the Young convo-
lution inequality (4.3) the function w sits in L"(dm). When r € (1, 00) the Hardy-Littlewood-
Sobolev inequalities allows this class to be extended to L} (dm).

The first Hardy-Littlewood-Sobolev inequality is an immediate corollary of the first Hardy-
Littlewood bound (3.8).
Corollary 4.2. Let r € (1,00). For every u € L'(dm) and w € L",(dm) we have

(4.4) [w s ullLg, < flullor [lwllz, -

Proof. Because k(z,y) = w(y — z) and w € L} (dm), we see that k € L*(dm; L} (dm))
with ||K] zoo (dm:zy, am)) = |w|| oy @m) < 00. It therefore follows from (3.8) that the first Hardy-
Littlewood-Sobolev inequality (4.4) holds. O

The second Hardy-Littlewood-Sobolev inequality is an immediate corollary of the second
Hardy-Littlewood bound (3.12).
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Corollary 4.3. Let p,q,r € (1,00) that satisfy relation (4.2). Then there exists a positive
constant CgS, such that for every u € LE,(dm) and w € Lj,(dm) we have

(4.5) lw s ull g < CEL Ul [wliy, -

Here we will establish (4.5) with

ko k%

paqr

46 crr —
( ) G,w pq

Remark. Notice that Cg7 given by (4.6) is universal in the sense that it is independent of G.

Proof. Because k(z,y) = w(y — z) and w € LI (dm), we see that k € L>*(dm; L} (dm))
with Cp, = [w]rr @m) < 00. Because relations (4.2) and (3.10) are the same, it follows from
(3.12) that the second Hardy-Littlewood-Sobolev inequality (4.5) holds. Formula (4.6) for CZ%"
follows from formula (3.13). O

The third Hardy-Littlewood-Sobolev inequality is an immediate corollary of the third Hardy-
Littlewood bound (3.20).

Corollary 4.4. Let p,q,r € (1,00) that satisfy relation (4.2). Then there exists a positive
constant CE*" such that for every u € LP(dm), v € Li(dm), and w € L (dm) we have

(4.7) / }w(y — ) u(z)@} dm(z)dm(y) < CET" |lullre ||v] Lo [w]Lr -

Here we will establish (4.7) with
(4.9 = (5) T () T =

pg \ T r T paqr?

Remark. Notice that C&*" given by (4.8) is universal in the sense that it is independent of
G. For a discussion of sharp values for C5%" when G = R see [3].

Proof. Because k(x,y) = w(y — x) and w € L], (dm), we see that k € L>*(dm; L}, (dm)) with
Cp = [W]rr (amy < 00. Because relations (4.2) and (3.18) are the same, it follows from (3.20)
that the third Hardy-Littlewood-Sobolev inequality (4.7) holds. Formula (4.8) for C&*" follows
from formula (3.21). O

4.3. Calderon-Zygmund Inequality. The preceding theory cannot be applied to integral
operators with more singular kernels such as the classical Hilbert transform H, which is fomally
defined for functions over R by

PV [ u(y —x)
4.9 = — — 2 dzx.
(4.9 R
Here the PV indicates that the integral is understood in the sense of principle value, namely
— as the limit

(4.10) Pv/_oo W) Gy Tim U__Ew(x) dx+/gw@dx] .

o T e—0t o T

Such a limit will exist when w sufficiently regular near x = 0 because 1/z takes different signs
on either side of x = 0, which leads to cancellation. Calderon-Zygmund theory bounds integral
operators with singular convolution kernels that are on the borderline of being locally integrable
provided there is cancellation near the singularity. We will not give a very general result here.
Rather, we will give without proof a special result that has wide applicability [4].
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We specialize to the case in which G = R” and dm is the usual Lebesgue measure on RP.
Calderon-Zygmund theory implies the following.

Theorem 4.1. Let w be a complez-valued function over RP that has the factored form
| z
(a.11) wte) = hi( )

where h is Lipschitz continuous away from z = 0 and satisfies sup{|z|P|h(|z|)| : |z| > 0} < o0,
while j is Lipschitz continuous over SP~! and satisfies the cancellation condition

(4.12) /S i(0)dS(0) = 0.

D—1

Here dS denotes the usual Lebesque surface measure on SP~'. For every ¢ > 0 define the
function we by we(2) = 1q.j=aq w(z), and the operator K. by

(4.13) Kouly) = / woly — ) u(z) dm(z) .

Then for every p € (1,00) there exists a positive constant C, that is independent of € such that
for every € > 0 the operator K. satisfies the bound

(4.14) IKeul|r < Cp|lullr  for every uw € LP(dm),

Moreover, for every u € LP(dm) the limit

(4.15) Ku =limKu ezists in LP(dm),

€E—

and the operator K so defined satisfies the bound
(4.16) |Kul|r < Cpllul|re  for every w € LP(dm) .

4.4. Summary. Our results regarding the convolution of two functions are summarized in the
following table.

P+« LT CL" forp,q,re[l,oo]suchthat%—i—%:l—l—%
L'« L' c Ll  forre(l,00).

LP « L1 C Ly, forp,q,re(l,oo)suchthat;}—I—%:l—F%
LV« L1 C L' forp,q,re(l,oo)suchthat;}—I—%:l—F%

CZxL" CL’ for r € (1,00).

The first item follows from the Young convolution inequality, the second from the first Hardy-
Littlewood-Sobolev inequality, the third from the second Hardy-Littlewood-Sobolev inequality,
the fourth from the third Hardy-Littlewood-Sobolev inequality, and the last from the Calderon-
Zygmund inequality, where C'Z denotes all functions of the Calderon-Zygmund form (4.11).
Remark. The range given for the second item in the table cannot be reduced to L" so as to
be consistent with the fourth item with ¢ = 1. Indeed, let u(z) = |z|~* for some r € (1, 00)
and v(z) be a positive, smooth, rapidly decreasing function. One can show that

tim [f? [ lo =37 o) dmly) = [ v(w)dmly) > 0.

Hence, u € L', v e L', but uxv & L.
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Remark. The range given for the third item in the table cannot be reduced to L". Indeed, let
D D

p,q, 7 € (1,00) such that %—I— % =1+ 21 Set u(z) = |z|"» and v(z) = |z|”¢. One can show

that for some C' > 0

_D _D _D
u*v<x>:/|x—y| 215 dmly) = Cla] 2.
Hence, u € L2, v e LI but uxv & L".

5. EXAMPLES FROM PARTIAL DIFFERENTIAL EQUATIONS

Here we apply the foregoing theory to examples of integral operators that arise in the study
of partial differential equations.

Example. For D > 2 the Green function g of —A, over R” is given by

1 _
o) = ey o7

If w is the solution of the Poisson equation —A,u = f for some f € LP(dm) then formally
u=gxf, Nu=(Gg)xf, Viu=(Vig)xf,

where
D-2 _paz 9 D-2 _, TRx
e — _’ = — D— - [ .
Vg(:E) |SD_1| |ZI§'| |ZI§'| v:(:g(z) |SD_1| |I| |l’|2
Because
D -2 —D+1 2 (D_2)(D_1) -D
we see that

D D
g € Ly *(dm), Vg € Ly " (dm), Vig € CZ(dm),
where C'Z(dm) denotes the set of all functions that have the Calderon-Zygmund form (4.11).
Hence, if f € LP?(dm) then
u € L%(dm) when p € (1,2),
Vou € LP%(dm)  when p € (1, D),
V2u € LP(dm) when p € (1,00) .

The last result shows that solutions of the Poisson equation gain two derivatives.
Example. The Green function g of —A, + k2 over R? is given by
1 el
T Ar 7|
If u is the solution of —A,u + k*u = f for some f € LP(dm) then formally
u=gxf,  Vu=(Ng)xf, Viu=(Vig)*f,

g(z)

where o
1 e FI® T

Vg(z) = —— - (1 =,

9(z) =~ PE ( +f~€\x|)| |

a

1 e rll @

Vig(r) = = —5 (1+slz) (SW - 1) g red

4 |
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Because
\v Le™ g
| x9($)|—-1; T;JE_( + £lz]),
we see that
g € Li(dm) for every q € [1,3) and g € L2 (dm),

V,g € LU(dm) for every ¢ € [1, 2) and  Vyg € Li(dm).
Hence, if f € LP(dm) then

(for every r € [p, 0] when p € (%, o0),
ue L (dm) for every r € [p, 022 when p = % >y

for every r € [p, m) when p € (1,3),

 for every r € [1, 3) when p=1,

(for every r € [p, o0 when p € (3,00),
for every r € [p, oo when p = 3,

Veu € L (dm) Y p 3p) P

for every r € [p, 5%) when p € (1,3),
for every r € [1,%) when p=1,

In particular, we see that v € LP(dm) and V,u € LP(dm).
Finally, notice that V?g = H;(z) + Ha(x) where H; and H, are the matrix-valued functions

L el 4klz) [z k2 el @
H = — 3 -1 H. = — )
o) = BE BE ’ () = =TT Tap
Because | |( 2] ) "
1 e "™ (1 + k|lz K* e " E
H = — H. = —
‘ 1(5(7)| o |l’|3 ) ‘ 2(x)| A |l’| )

we see that Hy € C'Z(dm) while
H, € LY(dm) for every q € [1,3), and H, € L3 (dm).
In particular, we see that if f € LP(dm) then
Viu=Hy* f+ Hy* f € LP(dm), when p € (1,00).

Therefore, as with the Poisson equation, solutions of —A,u + xk?u = f gain two derivatives.
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