Lecture 19: More Than Two Random Variables




Definition
If X1, Xo, ..., X, are discrete random variables defined on the same sample
space then their joint pmf is the function

PX1,X2 ..... X,,(X1,X2e-~,xn):P(X1:X17~-aXn:Xn)

If X1, X, ..., Xp are continuous then their joint pdf is the function
fX, Xo...X, (X1, X2, ..., Xn) Such that

.....
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Definition (Cont.)

for any region A inR"

A

n-fold multiple integral

The discrete random variables X1, X, ..., X, are independent if
PX1 ..... Xn(X1 by Xn) = PX1 (X1 )PXZ(XZ) ... PX,,(Xn)-
Equivalently

P(X1 =X1,...,Xn :Xn) = P(X1 :X1)'-'P(Xn :X”)
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The continuous random variables Xj, Xo, ..., X, are independent if

fX1 ,X2 ..... Xn (X1 s X2a ceey Xn) - fX1 (X1 )fX2 (X2) L fX,,(Xn)

Definition
X1, Xo, ..., Xy are pairwise independent if each pair X;, X;(i # j) is independent.
We will now see

Pairwise independence = Independence
of random variables <—— of random variables
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First we will prove <

Theorem
X1, Xo, ..., Xn independent = Xy, Xo, ..., X, are pairwise independent.

From now on we will restrict to the case n = 3 so we have THREE random
variables X, Y, Z.
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How do we get
PX,y(X,y) from Px7y’z(X,y,Z)

Answer (left to you to prove)

Px.y(x,y) = ZPXYZX}’, (#)

all z

Now we can prove X, Y, Z independent.

= X, Y independent

Lecture 19: More Than Two Random Variables



Since X, Y, Z are independent we have

Px.vy.z(x,y,z) = Px(x)Py(y)Pz(z) (##)

Now play the RHS of (##) into the RHS of (#)

Prarten) =& PROPTPA)

all z
= Px(x)Py(y)

= Px(x)Py(y) il
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This proves X and Y are independent Identical proofs prove the pairs X, Z and
Y, Z are independent.

Now we construct X, Y, Z (actually X4, Xg, X¢) so that each pair is independent
but the triple X, Y, Z is not independent.
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The multinomial coefficient
The multinomial coefficient (k1 ,kzn---,kr) is defined by

n B n!
ki, ko, k] kilko!--- k!

Suppose an experiment has r outcomes denoted 1,2, 3, - - - , r with probabilities
p1, P2, -, Pr respectively. Repeat the experiment n times and assume the trials
are independent.

( n
k1,k2, ke
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A Variation on the Cool Counter example

Lets go back to the “cool counter example”, Lecture 16, page 18 of three events
A, B, C which are pairwise independent but no independent so

P(AnBnNC)+# P(A)P(B)P(C)

The idea is to convert the three events to random variables Xa, Xg, X¢ so that
Xa =10onAand Oon A’ etc.
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In fact we won’t need the corner points (-1,-1), (-1,1), (1,—1) and (1,1) we
put Sy = (0,1), Sp = (-1,0), S3 = (0,1), S4 = (1,0) and retain their
probabilities so

1 .
PiSh =7, 1<j<4
1
s
;" 1
4
l 52 S4
4 J
1
53 —
4
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We define

A = {sqy,52}
B = {s1, s3}
C = {s1, 4}

We define X4, X5, Xc on S by

1, ifsjeA

Xa(sj) =
4(s) {o, ifs; ¢ A
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1, ifsjeB
Xs(s) =4 " .~
5(s)) {0, it s ¢ B

1,ifsjeC
Xe(s)=1{"_"
o(s) {o, ifsj ¢ C

So P(Xa=1)=P({S1,S2)) =

Nl =N =

P(Xa =0) = P({S3, S4}) =
and similarly for Xg and X¢.

So XA,XB and XC

are Bernoulli random variables

Lecture 19: More Than Two Random Variables



Let’s compute the joint pmf of X4 and Xg. We know the margin

Xs
Xa

0 1/2
1 1/2
1o | 1/

The subset where Xy = 1 is the subset {s+, s»} so we write an equality of events
(Xa =1) = {s1, s2}

Similarly
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Hence
(Xa = 0) N (Xg = 0) = {S4}
S0 P(Xa =0,Xg =0) :%
(Xa =0)N(Xg =1) ={Ss}
o) P(XA:0,XB:1):%
(Xa =1)n(Xg =0) ={Sz}
P(Xa = 1,Xg = 0) :%
(Xa=1)n(Xg=1) ={S1}
P(Xa=1,Xg =1) = P({Sﬁ):%
etc.
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So the joint proof of X4 and Xz is

Xs
X4 0| 1
0 a | 1/a | 1)
1 1a | 1/a | 12
12 | 1/2

so Xa and Xg are independent. The same is true for X4 and X¢ and Xg and yc.
Now we show the triple Xa, Xg and X¢ is NOT independent.
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We will show

P(XA =1,Xg=1,Xc = 1)
* P(XA = 1)P(XB = 1)P(XC = 1)

1\ (1)1 1

The RHS =|=|[=|l=]==

o= (;)15)(z) -
The left-hand side is the probability of the event

(XA :1)O(XB:1)0(XCZ1)
= {51, 82} N {51, S3} N {54, Sa}
= {51}
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So ]
P(Xa =1,Xg =1,Xc =1) = P({S1}) = 1
so
’
LHS = 5
RHS—‘I
8

Remark

This counter example is more or less the some as the “cool counter example”.
We just replaced (more or less) A, B, C by their “characteristic functions”.
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