Practice problems and solutions for Exam 2
1. We are given the following information about f(z):
=2, =1 fB)=2 [f3)=-1

(a) Write down the divided difference table and the interpolating polynomial in Newton form.
Divided difference table: 1 =22 =1, 13 =24 =3

f[d?l} =2 f[.Tl,ZEQ] =1 f[$1,$2,1‘3] = —% f[1‘1,.172,$3,$4] =0
fleal =2 flro,a5] =0 flro, w5, 24] = —3

flzs] =2 flos, 4] = —1

flea] =2

p(x) = fle1] + floer, z2](x — 21) + flar, 22, x3](x — 1) (2 — 22) + flz1, 22, 3, 4](x — 21)(x — 22) (2 — 3)
=241-(z—1)+(-L)(x—-1)2+0 - (z—1)*(x—3)

p(x) = floa] + flos, za](x — 24) + flw2, 23, 24] (2 — 23) (2 — 24) + fl21, T2, T3, 24 (2 — 2) (2 — 23) (2 — 24)
=24 (-1)(z=3)+ (-1)(2—3)*+0-(z—1)(z —3)*

(b) Assume we know that the 4th derivative satisfies |f()(2)| < 10 for # € [1,2]. Find an upper bound for

£(1.5) = p(1.5)[.
Let & = 1.5. The error formula states that there exists t € (1,2) such that

(4)
1@ @) = 22O @ 0@ — 22)(5 - 22)(5 — )

< 9(1.5 —1)2%(1.5-3)* =
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2. We want to find x such that x + z® = 3.

(a) Perform one step of the bisection method with ag = 1, by = 2. Find k such that |by — ax| < 1076,
flx)=a%4+2-3, flap) = -1 <0, f(by) =31 >0, co = (ap+bo)/2=1.5, f(1.5) =1.5°+1.5-3 =1.5°-1.5> 0,
hence [a1,b1] = [ag, co] = [1,1.5]. So we have z, € (1,1.5).

We have |by, — ai| = 27% |bg — ag| = 27F. We have
log(10°)

27" <1070 «—= (—k)log2 <log(107%) «—= k> gz = 19.93,

hence we need k > 20.

(b) Perform one step of the secant method with 29 = 1, 1 = 2 to find z5.
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(c) Will the Newton method converge if we start with xq sufficiently close to the solution z,? Explain.
We showed: If f, f’, f”are continuous and f’(x,) # 0, then the Newton method converges for zy sufficiently close
to x4. Here f(z) = 2° +x — 3, f'(x) = 52* + 1. We know from the intermediate value theorem that there is a
root in the interval (1,2). Since f’(z) > 1 > 0 there is a unique root, and we must have f’(z.) > 0. So all the
assumptions of the theorem are satisfied.

T2 =T —f(ffl)

3. Consider the nonlinear system
2
T+ T1T2 + T2 = 2, Ty — T2 —x125 =0

. e 1
Perform one step of the Newton method starting with initial guess z(©) = [ 1 } .

We have f(x) = 9613: flf;j;fxg 2 } with the Jacobian matrix f’'(x) = [ 11—2 _lxi ;}1@ ] . For x(0) = [ i ]

we get y = f(x(?)) = [ } and A = f'(x(V) = [ 2 2 ] . Solving the linear system Ad = —y gives d = [ ~1/6 ]

0 -3 ~1/3
5/6
s |

-1
and the new approximation x(!) = x(©) 4 d = [

1+ @9 + cos(xy + x2) }

-1
4. Let g(z) = 1 { 1+ 2 +sin(x; — z2)



(a) Let D =10,3] x [0,3]. We need to check the three assumptions of the contraction mapping theorem:
(1.) D is closed - true since the boundary of the square is included in D.
(2.) Show: z € D = g(x) € D. Let y = g(x). Then for z1, x5 € [0,1] we have

0<24+0—-1<4y; =1+z3+cos(x;+a3) <14+14+1<12
0<140-1<4dys=1+2x;+sin(z; —a2) <14+1+1<12

(3.) Show: g is contraction on D. Note that D is convex. The Jacobian is

p 1] —sin(zy +22) 1—sin(xy + x2)
g'(x) =7 _ _ _
1+ cos(z1 — z2) cos(z1 — x2)

and we have ) 3
o/l < gmax{l+(14+1), A+ 1)+ 1)} = =g <1

Now we can apply the contraction mapping theorem and obtain that the nonlinear system has a unique solution
z* in the set D.
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(b) For z(© = { 8 } we obtain (1) = g(z(©)) = { 1 ] The a-posteriori estimate gives
4

qu)_ . SLHgCu)_ <0>H _3/41_3

N

which means that |x>{ - %| <z, |x2 - %’ < %, ie.,

Since we also know that z* € D we actually know that

7
2 € D1ND = 0,2 x [0, 7.



